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APPENDIX   2

Since you are reading this chapter, you have probably finished reading the book. You 
might be ready for the next stage of your learning. The best way to learn statistics is 
to practise data analysis. You need a dataset and statistical software. Unfortunately for 
everyone, SPSS, the most ubiquitous statistical software, is rather expensive. Luckily, 
thanks to the generosity of the Free Software Foundation, we now have free statistical 
software that rivals SPSS. PSPP, available free to download, is designed to resemble SPSS. 
They are compatible with each other, and you can open any file you save in PSPP via SPSS 
and vice versa. Because of the similar interfaces, you should feel equally comfortable 
working in either of them. We have included a link for PSPP. The practice database is 
a PSPP file (saved as a .sav file). The statistical analyses are also performed in PSPP. If 
you have access to SPSS, courtesy of an institutional or personal subscription, you are 
welcome to use SPSS to work on the practice file. Those familiar with SPSS should be 
able to find the similarities between the two. Please bear in mind that PSPP does not 
offer the same functionality and statistical analyses options as SPSS. The limitations will 
become obvious as we attempt the practice files. The main disadvantage is the limited 
option for displaying charts compared to SPSS, but it should prove adequate for most of 
our everyday analyses.

Please follow the link below to visit the GNU operating system website and follow 
the link for ‘downloading PSPP’ to download compatible versions of PSPP. The software 
is available to download from multiple servers: 

www.gnu.org/software/pspp/#mission-statement

The software is being regularly updated but may contain bugs. It may be best not to 
have the most recent version. We have used version 1.2.0 that is available to download 
from the following link:

https://sourceforge.net/projects/pspp4windows/

For an introductory overview of PSPP, you may find the following resources useful. 
It will prove productive to become familiar with the software by going through these 
resources before attempting the practice questions. A brief introduction is also given in 
the next few pages. 

Good luck!

Software and Practice Corner
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How to analyse data using PSPP: 

www.youtube.com/watch?v=zSDHo8qFmZo 

Another introductory lesson to PSPP: 

www.youtube.com/watch?v=pK606kWar58 

A comprehensive introduction to PSPP: 

https://garyfisk.com/pspp/ 

Another PSPP resource from the California State University: 

http://ssric.org/node/699    

Let us familiarise ourselves with the different menu options in PSPP. A detailed 
description will take a lot of space and is unnecessary. You may choose instead to get 
acquainted yourself by clicking the different tabs and working through the software, but 
a brief introduction will be useful for the beginner. Once you open the practice file, the 
screen should look like Figure A2.1. 

This is the Data editor screen (Data View on the bottom left-hand side of the 
screen). The marked top row shows the names of the variables. This is the default data 
page view. If you click on the Variable View tab next to the data view tab, the screen will 
change to Figure A2.2.  

An Introduction to PSPP

Figure A2.1 Data view page in PSPP.
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The screen shows the details of the different variables. Value labels should be 
assigned to variables when applicable. To assign values, click on the value labels tab of 
the respective variable. A pop-up screen will appear where you can assign values.

Figure A2.3 shows the values that we assigned to occupation. The variable view 
also shows the ‘measure’ column (Figure A2.2). Just like in SPSS, PSPP divides the data 
into three types: scale (any measurement), ordinal or nominal. Most of the data in this 
set are of the scalar variety, but we also have nominal data (gender, occupation) (Figure 
A2.4). If you scroll down the list, you will find that y5satisfaction is indicated as an 
ordinal variable. 

The variable view tab also has a column labelled ‘Type’ next to the name of the 
variable (Figure A2.2). If you double-click on a cell under the Type column, a pop-up 
screen will appear with options to select the type of variables (Figure A2.5). We are 
only interested in the numeric variety, but there are options for special types, i.e. date, 
comma, dot, scientific notation, string etc. All the variables we enter in our database will 
be regular numbers, these can be assigned as ‘Numeric’ variables. There is an option to 
assign names as ‘String’ variables. They are treated as qualitative variables. 

Figure A2.2 Variable View page in PSPP.

Figure A2.3 Value labels assigned to Occupation.
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The most important tabs are the ones labelled ‘Analyse’ and ‘Graphs’ at the top of 
the screen in both Data or Variable view. If you click ‘Analyse’ a smaller pop-up screen 
appears with options for various statistical tests. Clicking on ‘Graphs’ similarly brings 
forth another pop-up screen with options for Scatterplot, Histogram or Barchart to display 
data. 

Analyse> Descriptive Statistics: There are four options for descriptive statistics 
when the analyse tab is clicked, these are: Frequencies, Descriptives, Explore, Crosstabs. 
Unlike SPSS, the Frequencies tab is rather useful in PSPP. Clicking this tab will open a 
pop-up window with options to choose Statistics, Charts and Frequency tables. 

Figure A2.4 Types of variables.

Figure A2.5 Options to choose types of variables in PSPP.

Figure A2.6 Analyse > Descriptive Statistics > Frequencies
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Figure A2.9 Analyse > Compare means > Means

Figure A2.6 shows the pop-up window for Frequencies. Weight is the variable 
chosen for analysis. The Statistics menu allows one to measure several statistical 
parameters, Mean, Standard deviation, Minimum and Maximum has been chosen. Clicking 
on the Chart menu opens another pop-up window with options to choose the display 
of descriptive statistics in histogram, bar chart or pie chart. The Frequency table tab (Figure 
A2.6) has the option for frequency analysis of each value of the chosen variable as well 
as of the missing values. The Descriptives option is similar to the Frequencies option but 
does not offer the option to display charts or frequencies.

The Explore option offers the same options for data analysis already found in 
frequencies with the additional advantage of subdivision into categories (Figure 
A2.7). In the example, weight has been selected as the dependent variable to explore. 
Gender has been selected as the factor. Clicking on the statistics tab will open another 
pop-up window with options for descriptives, extremes or percentiles. If we click on 
descriptives, the results of descriptive statistics for weight will be displayed in a separate 
output viewer window grouped by gender. 

The Crosstabs option creates a contingency table for nominal or ordinal data. 
Figure A2.8 shows the crosstabs pop-up window, gender has been selected as the 
column variable and occupation as the row variable. Clicking on the Statistics tab will 
allow one the option to choose the relevant statistics. We are mainly interested in the 
Chi-Squared statistics. 

Figure A2.7 Explore option in PSPP. Figure A2.8 Crosstabs option in PSPP.
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Analyse> Compare means: this option offers parametric tests, including the t-test 
and ANOVA. Analyse> Compare means> Means allows the opportunity to compute the 
mean and standard deviation for a variable grouped into categories (Figure A2.9). In 
this example, we wished to investigate height (dependent variable) grouped by gender 
(independent variable). The drop-down menu for Analyse also offers separate options 
for correlation, regression and non-parametric analysis. The Transform> Compute tab 
is useful to transform a variable into a different one. We shall learn how to use it to log 
transform a variable later in this appendix. 

If you wish to learn more about PSPP, read the reference manual. Choose Help> 
Reference manual from the menu. Most of the options of PSPP are available via 
the command options at the top of the screen and in the pop-up boxes. Additional 
options are available via the syntax command option (you can find this by clicking 
File>New>Syntax, a new pop-up window will appear offering you the option to write 
the syntax). This is similar to writing in programming language and may occasionally 
be necessary. 

Now that you are familiar with the interface, it is time to begin data analysis. The 
included dataset is a fictional one. It is of a group of patients who had treatment for an 
illness. The researchers collected demographic data, pre-treatment general health score 
(SF-36), subsequent follow-up data at years one and five, and patient satisfaction with 
treatment at year five. SF-36 has several components and they are separately listed. You 
will need to consult the database to answer the first section of the practice corner. For 
the second section, you do not need the database. 

We highly recommend that you take full advantage of the practice corner. We 
consider the practice corner as being complementary to the learning objectives of the 
book chapters. Almost all the statistical concepts and assumptions introduced in the 
book have been further elaborated here with practical examples. It should prove useful 
to reinforce the learning gained from the printed book. The questions are generally 
arranged in the same order as that of the book chapters. We hope that the exercise 
will help make you familiar with the different functions of PSPP and the commonly 
performed statistical tests. 

Finally, we would also like to emphasise the cardinal rule of statistical tests, that 
before taking a test result for granted you should check whether the assumptions 
that underpin them have been satisfied or not. This is a mistake that many of us non-
statisticians are guilty of committing when conducting statistical tests. The importance 
of checking underlying assumptions can not be over-emphasised because the validity of 
the tests are wholly dependent on them being true. 

The answers to the practice corner questions are given in the latter part of this appendix. 
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Practice Corner:
QuestionsAnswer

Q1. Let us begin with an analysis of the demographic data in the practice dataset. 

a. How would you objectively assess if data distribution for age, height and weight 
followed the normal distribution? 

b. What would be the appropriate measure of data distribution for the variables age, 
height and weight and why? Report the appropriate values. 

c. What is your estimate of the likely range within which the true population mean of 
these three variables would be found? 

d. What proportion of the population is likely to be shorter than 180cm?

Q2. How can you investigate if there was a difference in age between men and women?

Q3. What would be the appropriate significance test to perform to look for a difference 
in physical functioning score between pre-treatment (variable name: SF36phys) and 
one year after treatment (y1SF36phys)? 

Q4. What non-parametric test would you perform to assess if treatment made any 
difference to SF36phys a year following treatment? 

Q5. Assuming that data were normally distributed how would you find out if pre-
treatment SF36 general health (SF36ghth) varied due to the occupation of the patient? 

Q6. What would be the most suitable graphical plot to display vitality data over five 
years (SF36vtal)? Could you analyse data separately according to gender? (You may wish 
to use syntax code to answer this question. If you find it too difficult, check the answer and try again 
with a different variable). 

Q7. Did treatment make any difference to bodily pain (SF36pain) over five years? At 
what stage, if any, was the difference significant? 

Q8. How would you find out if there was any correlation between height and weight?

Q9. If you find a correlation between height and weight, can you quantify this relation 
further by using a regression equation? What would be the predicted weight of the 
patient who has a height of 167cm? 

Q10. Write out the regression equation by adding age to the regression analyses. How 
does it affect the predictive power of the model? 
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Q11. Was there a difference in patient satisfaction (y5satisfac) between men and 
women? 

Q12. How can you investigate if patients who were mentally distressed (SF36mhth) 
before initiation of treatment had lower satisfaction with treatment than those who 
were not? (You may wish to transform SF36mhth; SF36mhth score 0–50 is known to be indicative 
of mental distress). 

Q13. Can you investigate if age (Ptage), occupation and pre-treatment mental health 
state (SF36mhth) could be used to predict post-treatment patient satisfaction?

You will not need to consult the database to answer the rest of the practice corner questions. 

Q14. Researchers investigated if plant-based diets were effective in reducing 
dyslipidaemia. What was the primary outcome measure of the study? What kind of 
statistical test would be appropriate for this research? 

Q15. Authors conducted a prospective non-inferiority randomised controlled trial 
(RCT) to determine the validity of the superstition that utterance of the word ‘quiet’ 
in a clinical setting increases workload. Twenty-nine days were assigned in which staff 
were to say ‘Today will be a quiet day’ randomly and 32 days were assigned in which 
staff were to refrain from saying the word ‘quiet’. The primary composite outcome was 
‘clinical episodes’. A difference of 30 clinical episodes was considered as the margin of 
non-inferiority [1]. 

a. What was the null hypothesis of this trial? What was the alternative hypothesis? 

A mean 139.0 clinical episodes occurred on control days compared with 144.9 on days 
when the experimental intervention was uttered; a difference of 5.9 episodes (95% 
confidence interval − 12.9 to 24.7). 

b. How will you interpret the results? 

Q16. Researchers conducted an open-label RCT to assess the effectiveness of 
convalescent plasma in the management of Covid-19 in adults. The primary outcome 
was all-cause mortality or progression to severe disease at 28 days post-enrolment. Four 
hundred and sixty four adults were recruited; 235 were assigned to convalescent plasma 
with the best standard of care (intervention arm) and 229 to the best standard of care 
only (control arm) [2]. 

a. What would be your null hypothesis? 

b. Since this was an open-label trial what was the risk of detection bias with regards to 
the stated outcomes? 
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In the intervention group (n = 235), seven did not receive it, of the 228 who received the 
intervention, one patient was lost to follow-up and two more patients did not receive 
the full treatment dose. In the control group (n = 229), three patients received plasma 
instead, four participants withdrew consent, one was later lost to follow-up. 

c. How many patients would qualify for intention-to-treat analysis and how many 
patients would qualify for per-protocol analysis?

The primary composite outcomes were as follows:

Intervention group: n = 235; all-cause mortality at 28 days or progression to severe 
disease: n = 44. Control group: n = 229; mortality or disease progression: n = 41. 

d. Can you perform an appropriate statistical test to investigate for any differences in 
outcome? 

e. What would be your preference for conveying risk of events in the intervention 
groups, risk or odds?

f. If you describe risk ratio in the intervention group would this be adjusted or 
unadjusted? 

Secondary outcomes included total hospital stay in days and total days of respiratory 
support, the results are, intervention group: median total hospital stay in days 
(interquartile range (IQR)): 14 (10–19); control group: median total hospital stay in 
days (IQR): 13 (10–18)). 

g. What would be an appropriate significance test to assess for a difference in hospital 
stay?

Q17. Researchers conducted an RCT to determine women’s satisfaction with pain 
relief during labour using patient-controlled analgesia with remifentanil compared to 
epidural analgesia. This was an equivalence trial. The primary outcome was satisfaction 
with pain relief, measured on a visual analogue scale and expressed as area under the 
curve (AUC); a higher AUC represented higher satisfaction with pain relief. Ten per 
cent reduction on the visual analogue scale for satisfaction with pain relief was the 
equivalence margin [3]. 

a. What were the null and the alternative hypotheses for this study? 

Pain relief was ultimately used in 65% in the remifentanil group and 52% in the epidural 
analgesia group. Of women primarily treated with remifentanil, 13% converted to 
epidural analgesia, while in women primarily treated with epidural analgesia 1% 
converted to remifentanil. 

b. How would you analyse these results? 
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The area under the curve for total satisfaction with pain relief was 30.9 in the remifentanil 
group versus 33.7 in the epidural analgesia group. The AUC for satisfaction with pain 
relief was 25.6 in the remifentanil group versus 36.1 in the epidural analgesia group 
(mean difference −10.4, −13.9 to −7.0). 

c. What is your conclusion concerning the null hypothesis? 

Q18. In a recent study, researchers investigated if antibiotics prophylaxis was able to 
prevent maternal infection after operative vaginal birth. This was a blinded RCT. The 
authors reported that a confirmed or suspected infection rate in the group allocated to 
the antibiotic treatment was 11% (180/1619) and the group allocated to placebo was 
19% (306/1606) [4]. 

a. What was the risk ratio of infection in the antibiotic allocated group?

b. What is the number needed to treat (NNT) to prevent maternal infection after 
operative vaginal birth if treated with prophylactic antibiotics compared to placebo?

c. What are the odds ratios of infection in the antibiotic allocated group? 

Q19. Researchers assessed whether resistant hypertension is an independent predictor 
for all-cause mortality in individuals with type 2 diabetes. Based on baseline blood 
pressure (BP), they categorised participants as normotensive, untreated hypertensive, 
controlled hypertensive, uncontrolled hypertensive, or resistant hypertensive. Kaplan–
Meier analysis was used to assess all-cause mortality. Figure Q19.1 shows the unadjusted 
cumulative survival figures for different categories of hypertension [5]. 

a. How would you interpret the survival analysis figure? (ignore the CI margin) 

Figure Q19.1 Unadjusted cumulative survival 
figures for different categories of hyptertension.
© BMC Medicine, reproduced under CC BY 2.0 [5]. 

Green – normotensive
Blue – untreated hypertensive
Red – controlled hypertensive
Purple – uncontrolled hypertensive
Yellow – resistant hypertensive
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b. What was the hazard of interest in this study? 

c. Can you please calculate the median survival rate? 

d. How would you find out if the differences between the apparent survival curves were 
significant?

e. How could you confirm if there was a trend in increasing mortality according to the 
different categories of hypertension? 

f. These patients would have several co-morbidities and these factors would probably 
influence the all-cause mortality. How can you analyse the results by adjusting for the 
effect of the other risk factors?

Q20. Let us consider an area with a high prevalence of the Coronavirus. Let us consider 
the prevalence of viral infection to be 10%, the sensitivity of the coronavirus testing kit 
to be 70% and the specificity to be 90%. If an individual is randomly tested for the virus 
and tests positive: 

a. What is the probability that the person has contracted the Coronavirus? 

b. What is the probability of contracting the virus even if the test is negative? 

Q21. Researchers undertook a systematic review to investigate the sensitivity and 
specificity of superficial wound cultures compared to deep tissue cultures in lower 
extremity wounds. They found the pooled sensitivity for superficial wound swab was 
49% and specificity was 62%. How likely is it that the results of superficial wound culture 
would influence the post-test probability of wound infection? 

Q22. Given the prostate cancer prevalence among men of 0.8%, if the sensitivity of the 
Prostate Specific Antigen (PSA) test is 90% and the specificity is 85%: 

a. What is the probability that a man with a positive PSA test result has prostate cancer? 

b. What are the pre- and post-test odds of prostate cancer in someone with a positive 
test?

Q23. Researchers conducted a systematic review and meta-analysis to investigate the 
effect of topical Tranexamic acid (TXA) on blood loss and rates of transfusion after total 
hip and knee replacement surgery. The review included 14 RCTs. They were able to pool 
the results from nine trials for meta-analysis. The Chi-Squared value for heterogeneity 
was 3.80, the I2 value was 0. 

a. What is your conclusion regarding the evidence for heterogeneity in the meta-
analysis? 
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b. Figure Q23.1 displays a funnel plot; is there any evidence of publication bias?

c. Figure Q23.2 displays the meta-analysis of studies investigating the effect of topical 
TXA in total knee replacement. How would you interpret the results? (the outcome of 
interest was blood transfusion).

Figure Q23.2 The Forest plot.
Reproduced with permission and © of The British Editorial Society of Bone & Joint Surgery [6]. 

Figure Q23.1 The Funnel plot.
Reproduced with permission and © of The British Editorial Society of Bone & Joint Surgery [6]. 
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Figure A2.10 PSPP output viewer. Histogram with superimposed normal distribution curve for age, height and 
weight.

Practice Corner:
AnswersAnswer

A1. 

a. One would assume that everyday continuous variables like age, height, weight 
etc should be normally distributed in a large database, but it would be best to confirm 
this assumption. This can be performed in several ways. A simple option is to visually 
analyse a histogram. We go to the menu, choose Graphs>histogram, tick the box for 
Display normal curve>OK. We can select this function for ptage, weight and height. 

The results will appear in the PSPP output viewer in a separate window (Figure 
A2.10). PSPP will compute the mean value, SD and the number of cases and will 
display the histogram. On visual inspection, it appears that height is the variable most 
symmetrically distributed, and the distribution of age appears reasonably normal. The 
distribution of age does have a left-sided tail, although not very prominent. The graph 
indicates that most patients were around 64 years old with a height of 167cm (mean). 
Mean and SD are suitable measures of data spread for age and height. The distribution of 
weight does have a more extended right-sided tail. The graph suggests that most patients 
weighed around the mean value of 76kg, but there were some overweight patients in the 
group as well. However, none of the three graphs indicates a large departure from the 
assumption of normality. It would be reasonable to present the data with parametric 
measures: mean and SD (included in the figure). 

Most statisticians advise that visual inspection of a histogram is a better measure 
of data distribution than undertaking statistical tests. However, we have included 
a statistical test just so that you are aware of the test and know how to use it when 
necessary.  

This test is known as the Kolmogorov-Smirnov (KS) test for normality. The null 
hypothesis of the test is that data follow a normal distribution. The test calculates to 
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what extent (% of cases) data deviates from a normal distribution curve. If the null 
hypothesis were not false, the deviation would be small, the p-value would be large, 
and we would accept the null hypothesis. If it were false, the differences would be more 
substantial, and the p-value would be low. To perform the KS test for age, weight and 
height, we choose Analyse>Non-parametric statistics>1 sample KS test. We click Normal 
for Test distribution box. Table A2.1 shows the results. 

According to the test, there is strong evidence against the null hypothesis (p < 0.05). 
This happened because the test is too powerful when the sample is large. We saw from 
visually inspecting the histograms that departure from normality was minimal (this can 
be further confirmed later when we compare the difference between mean and median, a marker 
of how skewed the data distributions are). This is a good example of why visual inspection 
may be more appropriate to assess data distribution rather than conducting the KS test.

Let us assume we were convinced that at the very least weight was not normally 
distributed and required further consideration. In this case, we would present the 
median and the interquartile range as the appropriate measures of data distribution. 
Let us explore how to transform a variable. We could attempt to log-transform weight. 
This would reduce the variations and create a more normal variable. We choose the 
command Transform>Compute. A new pop-up screen comes up at this stage (Figure 
A2.11). We have to choose a name for the transformed variable, let’s choose Lnwt as the 
target variable. Next, we need to write the formula. The formula for log transformation 
is LN(variable name)> LN(Weight). We write the formula in the window under ‘numeric 
expression’. Click OK and a new variable is created.

Table A2.1 KS test for normality for age, height and weight.

Figure A2.12 Histogram of Lnwt.Figure A2.11 Log transformation of weight.
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Figure A2.13 Output of descriptive statistics.

Let us check the distribution of the new variable with a histogram (Figure A2.12). 
The new distribution appears more symmetrical but one could re-run the KS test to 
double-check it. Please note that the mean value of the transformed variable is smaller 
than the mean value of the original. This is because it is log-transformed data. This 
exercise was included for the sake of learning but is not necessary for this question. It is a diversion 
from which we shall now go back on track.

b.	 Since the variables were reasonably normally distributed, mean and SD would 
be the appropriate measures of data distribution. We can find mean value and the SD 
by selecting Analyse>Descriptive statistics>Explore. The Explore window will pop-up. 
We find age, weight and height and click on the arrow to send these variables onto 
the dependent list. Next, click on Statistics, a smaller pop-up window will appear. We 
check on the Descriptives box, click on Continue, then OK. The resulting output will 
display the required information (Figure A2.13). Note the difference between mean and 
median for each variable that indicates that departure from normality was minimal.
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c. We can never be sure regarding the value of the true population mean. However, 
the respective 95% CI of the mean value represents a plausible range within which the 
true population mean is likely to be found. Please note that when descriptive statistics 
are discussed there is no need to estimate the 95% CI; CI is an inferential statistic. In this 
instance, we are attempting to estimate the unknown true population mean from our 
limited sample and as such CI is necessary.

d. To find out the proportion of the population shorter than 180cm in height we 
need to find the z-value of 180cm. The formula for z score is: 

x = 180; µ = 167.24; σ = 9.46; z = 1.348 

A z-value of 1.35 means that a person with a height of 180cm is 1.35 SD away from 
the mean value; quite tall compared to the mean height. If we consulted a statistics table, 
we would find that a z-value of 1.35 has a P lower (lower tail) of 0.9114 and P upper 
(upper tail) of 0.0885. This means that a person with a height of 180cm is taller than 
91.14% of the population and shorter than 8.85% of the same. Therefore, 91.14% of the 
population would be shorter than 180cm in height. 

z x − µ
σ=
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A2. 

We have already seen that ptage is normally distributed. We want to test for 
differences in age between men and women. Data are independent, continuous, 
normally distributed. The independent samples t-test is the appropriate statistical test 
to perform. We go to Analyse>Compare means>Independent samples t-test, a new pop-
up window appears. We choose ptage as the Test variable and gender as the grouping 
variable. A new window appears asking us to define the groups. We assign 'male' as 
group 1 and 'female' as group 2 (Figure A2. 14). 

Figure A2.14 Independent samples t-test.

We click OK and the results are displayed in the output screen (Figure A2.15). We 
should recall that for the t-test to be valid the variances between the groups should be 
similar. We find from the first table that the SDs of male and female age were similar, 
therefore equal variances assumption is valid. The top table also informs us that the 
mean age among men and women was 62.42 and 65.56 respectively. We now look at the 
first row of the bottom table, the mean difference is -3.14, women were slightly older 
than men. The t-statistic was -2.81, which is significantly different for 376 degrees of 
freedom (df) (p = 0.005).

Our conclusion is: Men and women were significantly different in age (t-statistic 
-2.81, df 376, p = 0.005). 

Figure A2.15 Output tables for independent samples t-test.
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A3. 

      Physical functioning score is not truly interval data but can be considered as a 
continuous variable. If the data were normally distributed the appropriate significance 
test would be the paired samples t- test. We should be able to recall that for a t-test to 
be valid two assumptions need to be valid. Let us assess the distribution of data (Figure 
A2.16). The histograms indicate that both values are asymmetrical in distribution but 
pre-op score (SF36phys) is more so. Pre-op physical functioning data were right-skewed, 
and Year 1 score (y1SF36phys) was left-skewed. The shapes of the distributions mean 
that the bulk of the patients in the pre-treatment stage had a lower physical functioning 
score, but following treatment, the trend somewhat reversed. This is encouraging news.

For paired samples t-test it is not the variables themselves but the paired difference 
that should be normally distributed. To assess this, we first need to find the paired 
difference. We can use the Syntax command to do this. We go to File>New>Syntax, a 
new window of Syntax editor opens. We type the code shown in Figure A2.17. The first 
line is a general instruction to the software to compute, the second line specifies that 
we want PSPP to subtract SF36phys from y1SF36phys. Next, we click Run> All. A new 
variable sub_1 is created by the software. Next, we choose this variable to display the 
histogram. The resulting graph is displayed in Figure A2.18. 

Figure A2.16 Histogram of Pre-op and Year 1 physical functioning.

Figure A2.18 Histogram of sub_1.

Figure A2.17 Syntax for subtraction.

Figure A2.19 Sub_1 statistics.
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The histogram suggests that the paired differences are reasonably normally 
distributed. We have previously seen that one can conduct the KS test to investigate 
if data are normally distributed or not. We also saw previously that the test can be 
too sensitive for large samples and may indicate strong evidence against the normal 
distribution even if the departure from normality was minimal. 

Another objective measure of assessing data distribution is to measure skewness and 
kurtosis. Skewness is a measure of the symmetry of the data distribution. Symmetrical 
data has a skewness value of ‘0’. The more asymmetrical the data the further the value 
from ‘0’. Positive values of skewness indicate right-skewed distribution and vice versa. 
Kurtosis is a measure of the flatness or the spreading out of the data values. The more 
spread the data, the flatter the peak of data distribution.

A kurtosis value of 3 indicates normally distributed data. PSPP has a kurtosis value 
of ‘0’ for normal distribution; positive kurtosis value indicates a right-tailed data and 
negative kurtosis value indicates a left-tailed data. To assess skewness and kurtosis we 
go to Analyse>Descriptive Statistics>Descriptives, we choose sub_1 and transfer it to 
the variables window and click mean, SD, median, skewness and kurtosis in the Statistics 
dialogue box. Figure A2.19 shows the results. There was minimal difference between 
mean and median and skewness and kurtosis values were near to 0. 

The second assumption is that the variances were equal. Equal variances assumption 
is not required for paired samples t-test. However, should we be interested, a rough 
guide of variance is the SD. For the equal variances assumption to be valid the size of the 
SD of one group should not be more than double that of the other. We observe that SD 
of the pre-op score is 17.16 and that of year 1 score is 27.86. There was more variability 
in SF-36 score a year following treatment compared to before treatment, but it is within 
the margin of allowance. The assumption of equal variances would have been valid.

Let us proceed with the paired samples t-test. The test is available under the 
commands Analyse>Compare means>Paired samples t-test. Our null hypothesis is that 
the mean of the paired differences is '0'. The results are as follows (Figure A2.20). 

Please note that the output table identifies the variables according to their label (for example 
SF36phys is the variable name, the variable is labelled as ‘Pre-op physical functioning’). 

Figure A2.20 Output of paired samples t-test.
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Of the three output tables, the top one shows the mean and the SD. The results 
confirm that physical functioning score improved from 18.72 before treatment to 61.29 
at year 1 following treatment. 

The middle output table shows the degree of correlation between each pair of 
samples. 

The bottom output table demonstrates the calculations of the test statistic. The 
mean difference between pairs of values is -42.57, 95% CI of the difference does not 
contain the null value (95% CI -45.62 to -39.53). The probability of observing a test 
statistic of -27.52 for 312 degrees of freedom is very slim (p < 0.001) by chance alone. 
Treatment resulted in a significant improvement in physical functioning. 
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A4. 

     Our data are paired. Wilcoxon matched-pair signed rank test is the appropriate 
non-parametric test to conduct. Since it is a non-parametric test, we do not need to 
test any assumptions. Our null hypothesis is that the median of the differences between 
the paired observations is 0. There is some advantage to performing a non-parametric 
test in this scenario as the scores are not perfect measurements, it is not interval data 
but ranks and non-parametric tests investigate the differences in ranks. From the top 
menu, we choose Analyse>Non-parametric statistics>2 related samples. The test pair will 
be SF36phys and y1SF36phys. We choose the Wilcoxon test (Figure A2.21). 

Each patient’s pre-op score is paired with the same patient’s year 1 score and 
the differences noted. In 290 cases out of 313, the year 1 score was higher and in 15 
instances it was lower. When the scores are tied (8), they are ignored. The negative and 
positive signs are ignored, and the differences ranked in order of their absolute values 
and summed. The sum of the negative ranks (T negative = 46036) is greater than the sum 
of the positive ranks (T positive = 629). 

If our null hypothesis was not false, T positive and T negative would be similar. If 
it was false there would be a difference between the two scores and the sums would be 
different. The more different the two sums, the more different the two scores. The test 
statistic W is the smaller of the two sums (W = 629). We expect a certain value of W 
when the null hypothesis is not false. If it was false and there was indeed a difference 
between the paired observations, W would be smaller than our expected value of W. 
We want to know what are the chances that our observed W could be smaller than the 
expected W by chance alone if the null hypothesis was not false. The p-value of the test 
statistic is < 0.001. The chances are very slim. The median of the differences between the 
paired observations is not 0. 

We can conclude that there was a significant difference in physical functioning 
score a year following treatment compared to that before the initiation of treatment. We 
should report the results as the following:

	 The difference between pre-op physical functioning score and year 1 physical 		
	 functioning score was significant (Wilcoxon matched-pair signed rank test, 		
	 n = 313, W = 629, p < 0.001).  

Figure A2.21 Output of Wilcoxon matched-pair signed rank test.
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A5. 

        Since we are assuming that data are normally distributed a parametric test would 
be appropriate. Occupation has five categories; we have to test more than two means. 
We should perform the One-way ANOVA test. The easy option is to choose One-way 
ANOVA from the menu. We go to Analyse>Compare means>One way ANOVA. A new 
pop-up window appears (Figure A2.22). We choose SF36ghth as the Dependent variable 
and occupation as the factor. The limitation of using this method is that PSPP does not 
give us any option for any post-hoc tests which are essential to find out which group is 
different. To enable PSPP to perform post hoc tests we have to go to the Syntax mode. 
We choose File>New>Syntax, a new window opens (Figure A2.23). 

The first line instructs the software to conduct the one-way ANOVA test. The second 
line specifies the dependent variable (SF36ghth) and the factor (by Occupation). The 
third and fourth line instructs PSPP to display descriptives and homogeneity statistics 
and to perform the Bonferroni test. The results are seen in several tables. Figure A2.24  
is the first output table and shows descriptive statistics. The light manual group had the 
lowest general health score (65.14) and housewives had the highest score (72.03). The 
next table (Figure A2.25 ) shows the results of the ANOVA test. 

Figure A2.22 One-way ANOVA. Figure A2.23 One-way ANOVA.

These are the same tables that would be reproduced if we chose the One-way 
ANOVA option via the analyse menu. The between-groups sum of squares is smaller 
than the within-groups sum of squares. The F-statistics is low (0.55). There is no evidence 

Figure A2.24 Descriptive statistics, one-way ANOVA.

Figure A2.25 Output of one-way ANOVA.
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against the null hypothesis to suggest that there was any difference in pre-treatment 
general health between the different categories of occupation (p = 0.697). The last table 
(Figure A2.26 ) would indicate whether there was a difference between the groups.  

Let us recall that the other assumption of the one-way ANOVA is that the variances 
of the distributions are equal. This assumption needs to be tested. We can just compare 
the SDs of different groups to test this assumption. We can also explore variance with 
the Levene’s test. Figure A2.22 shows that under the Statistics tab both Descriptives and 
Homogeneity have been ticked. We also instructed PSPP to undertake this test when 
we wrote the syntax commands (Figure A2.23). This will instruct PSPP to perform the 
Levene’s test of homogeneity (Figure A2.27). The p-value is very high. Therefore, there 
is no evidence to reject the null hypothesis that the distributions have equal variance. 
The assumption is valid. 

The one-way ANOVA option does not allow one to test for the effect of more than 
a single factor. If we wished to test for the effect of more than a single factor, we have 
to choose Analyse > Univariate analysis. Let us assume we wish to investigate the effect 
of both occupation and gender on SF36ghth. We choose SF36ghth as our dependent 
variable and gender and occupation as fixed factors. If we click OK, the results would 
be displayed in the output table (Figure A2.28 ). There is no evidence to reject the null 
hypothesis of no difference between the different groups. The interaction of occupation 
and sex did not affect the results; none of the three null hypotheses are rejected. 

Figure A2.26 Post-hoc test, one-way ANOVA.

Figure A2.27 Test of homogeneity.
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Figure A2.28 Two-way ANOVA results.



SOFTWARE AND PRACTICE  CORNER   |   A2.25

A6. 

      We need to assess the data distribution first to determine whether a parametric 
or non-parametric measure of data distribution would be the most suitable plot to 
display. We assess data distribution utilising the histogram function and find them to be 
asymmetrical. Therefore, we shall use a box plot. Unfortunately, there is no easy method 
to generate a box plot in PSPP. We need to employ syntax command. To do this, we go 
to File> New>Syntax. A new smaller pop-up window, syntax editor will appear. We need 
to type the following syntax command (Figure A2.29).

You will find this command if you search for boxplot in the PSPP manual. The first 
line is a general instruction. The second line specifies the variables to be displayed. The 
third line instructs the software to break down the analysis by gender. The fourth line 
will enable the display of descriptive statistics. The fifth line is an instruction to display 
boxplot. The compare variable command will instruct a display of the variables in a 
single box so that we can easily compare them. The percentile command is to enable 
calculation of the interquartile range (IQR). Next, we choose Run>All from the top of 
the pop-up screen. The results will be displayed in the output viewer (Figure A2.30). We 
have already learnt about boxplot. The bold black horizontal line inside the box is the 
median, the box shows the IQR, the outliers are indicated by the circles and their case 
numbers. 

The descriptives statistics box in the output viewer will also display the descriptive 
statistics, including the median and the IQR. We can conclude from the display that the 
median value of pre-op vitality score was 40 (IQR = 25–55), and improved following 

Figure A2.29 Syntax editor screen, boxplot commands.

Figure A2.30 Box-plot of pre-op, yr 1 and yr 5 vitality, divided by gender.
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treatment to 60 at year 1 (IQR = 50–80), the improvement was maintained at year 5 
following treatment (median = 60, IQR = 45–75).  

We can also conclude that the trend of improvement appears similar in men and 
women, although there were more outliers among the men, especially before treatment 
and at year 1 after treatment. 
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A7. 

Our variable of interest is SF36pain which was been measured thrice in the 
same group of patients; pre-op, one year and five years after treatment. To find out if 
the treatment made any significant difference to bodily pain (SF36pain) we need to 
investigate for the differences in bodily pain between the different stages of treatment. 
We have to test for differences between three scores, pre-op, year 1 post-op and year 5 
post-op. If data distribution were normal the appropriate significance test would be the 
repeated-measures ANOVA. If distributional assumptions were not met then the correct 
option would be to perform the non-parametric Friedman test. 

As we have learnt before in Chapter 11, for the assumptions made in the repeated-
measures ANOVA test to be satisfied it is the residuals and not the actual data that have 
to be normally distributed. It is only possible to investigate this assumption once the 
test is performed and the residuals are saved and analysed against predicted values. In 
fact, SPSS offers the option to plot the residuals. As yet, this option is not available in 
PSPP. The software continues to be updated and the option may well be available in the 
near future. 

For the sake of learning let us perform a non-parametric test. Because data are 
related, our test of interest, in this case, is the Friedman test. 

We select Analyse>Non-parametric tests>K related samples. A pop-up window 
arrives. We transfer the variables onto the test variables box and click to select Friedman 
test. The output is displayed in Figure A2.31. The Ranks table shows the mean rank for 
each of the three variables. The test compares the mean ranks between the three groups.

The test statistics table shows that there was a significant difference between the 
mean ranks of the related variables. Although the Friedman test informs us that there 
was an overall difference between the different stages of treatment it does not inform us 
when the difference was significant. To identify this we need to perform post-hoc tests. 

Because we need to perform three sets of post-hoc tests the significance level has to 
be likewise amended by employing the Bonferroni correction to the standard p-value, 
0.05 ÷ 3 = 0.0167 = 0.017. The variables are related; we need to perform the Wilcoxon 

Figure A2.31 Output of Friedman test.



A2.28  | 		  APPENDIX  2 SOFTWARE AND PRACTICE  CORNER

matched-pair signed rank test in pairs by choosing the respective variables (Figures 
A2.32, A2.33, A2.34). SPSS offers an easier option.

The results suggest that patients made a significant improvement in bodily pain one 
year following treatment. They did not make any significant improvement thereafter. 
The benefit gained in the first year after treatment was maintained at five years. 

Pair 1: Pre-op versus year 1

Pair 2: Pre-op versus year 5

Pair 3: year 1 versus year 5

Figure A2.32 Pre-op versus yr 1 bodily pain Wilcoxon matched-pair results output.

Figure A2.33 Pre-op versus yr 5 bodily pain Wilcoxon matched-pair results output.

Figure A2.34 Year 1 versus year 5 bodily pain, Wilcoxon matched-pair results output.
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Figure A2.36  Correlation command. Figure A2.37 Pearson Correlation.

A8. 

     Before we calculate the correlation coefficient, we need to satisfy ourselves that 
the underlying assumptions have been met to allow us to calculate a valid statistical 
measure. We have already learnt that for the linear correlation coefficient to be valid 
data has to be approximately normally distributed. We have seen in the last question that 
this assumption is true for our data. The variables must be continuous. Although this is 
not truly interval data it can be considered as continuous data. Further, the relationship 
should be linear.  We need a scatterplot first to check if that is so. This can be displayed 
by selecting Graphs>Scatterplot, select height in the x-axis and weight in the y-axis, and 
click OK. The results should look like Figure A2.35. 

The value of Pearson’s correlation coefficient is 0.55, and it is highly significant (p-value 
is < 0.001). The coefficient has a positive value which suggests that there is an increase in 
weight with an increase in height. We should recall that Pearson’s correlation coefficient 
only measures a linear relationship. 

A linear relation is evident although there 
is no scope in PSPP to insert the line of 
best fit. It does appear from the charts 
that there is a reasonable argument for 
a linear relationship between height and 
weight. It would be valid to proceed to 
the calculation of Pearson’s correlation 
coefficient. We choose Analyse>Bivariate 
correlations. A screen will appear (Figure 
A2.36). We select weight and height, click 
for two-tailed test of significance and flag 
significant correlations. The results are 
reproduced in Figure A2.37.Figure A2.35 Scatterplot of weight/height.
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A9. 

Our variables in question are continuous. Since there is a single independent 
variable (height) and a single dependent variable (weight), a simple linear regression 
will produce the necessary regression equation. 

We go to the data view page, select Analyse>Regression>Linear. A new window 
appears (Figure A2.38). We have to choose weight as the dependent variable and height 
as the independent variable. PSPP will offer many statistics options. We accept them all. 

The output is reproduced in Figure A2.39. The R2 value is 0.30. The R2 value 
indicates that height explains about 30% of the variability of weight in this group of 
patients. Since we only have a single independent variable, the R2 value is the square of 
the correlation coefficient (R = 0.55). The middle table is the ANOVA test to investigate 
for a significant relationship between the variables. The F-statistic has a significant 
p-value (< 0.001). The bottom table shows the regression equation in column B. The 
column contains the constant (-73.99) and the coefficient (0.90). The coefficient in the 
column Beta is the Pearson correlation coefficient (0.55). From this table, we can write 
the regression equation: 

Weight = -73.99 + 0.90 × height

Therefore, someone with a height of 167cm is predicted to have the weight of:

-73.99 + (0.90 × 167) = -73.99 + 150.30 = 76.31kg

Looking back at the database at case number 4, the patient with a height of 167cm 
had an actual weight of 70kg. Therefore, actual Y = 70 and Y' = 76.31. The residual 
(difference) e = (Y-Y') = -6.31.

For the regression equation to be valid, we need to satisfy ourselves that our data 
meet all the required assumptions. We have already established that there is a linear 
relationship between the independent and the dependent variables. We need to further 
satisfy ourselves that for each value of the predictor variable, the residuals are normally 
distributed and that the variance of y is the same for each value of x. It is mandatory 

Figure A2.38 Simple Linear regression. Figure A2.39 Linear regression output.
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to check that our data met these assumptions which can only be confirmed once the 
residual values are known. 

To check these assumptions, we need the value of the residuals and the predicted 
values or fitted values. When we click the dialogue box for regression, we shall see a tab 
‘Save’ next to ‘Statistics’. 

Figure A2.40 Histogram of residuals from weight 
versus height linear regression.

Figure A2.41 Scatterplot of residuals against 
predicted values.

If we click on the ‘Save’ tab it opens another window with an option to save both 
residuals and predicted values. We tick both. Two new variables are created in the dataset: 
RES1 (residuals) and PRED1 (predicted values or fitted values). We plot the residuals in 
a histogram (Figure A2.40). The distribution appears reasonably close to normal; the 
mean value is 0. Next, we plot the residuals against the predicted values in a scatterplot. 
If our assumptions are correct there will be no pattern between the residuals and the fitted 
values. If a scatterplot is created the residuals should be randomly scattered around 0 for 
the entire range of the predicted values. 

Figure A2.41 demonstrates the scatterplot. A red line has been drawn through 0 
for the sake of convenience (this function is not available in PSPP). It shows that the 
residuals are mostly randomly scattered without any definite pattern around 0. The 
assumptions were generally true. The regression model is valid.

Please note that another useful measure is to conduct an inverse normal plot. It is a 
scatterplot that compares the data distribution against a normal distribution. The plot is 
linear if data are normal and curved if they are not. This option is not available in PSPP. 
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A10. 

        Before adding ptage to the model, one should first establish that there is indeed a 
linear relationship between age and weight. You should be able to conduct this function 
now.

The analysis does suggest that there is a linear relationship between age and 
weight. Pearson’s correlation coefficient is -0.23. The negative value indicates that with 
increasing age, there is a loss of weight. 

Let’s add age as an independent variable in addition to height and re-run the 
command. Figure A2.42 shows the results. The p-values for the model as well as for 
each of the independent variables suggest that they are all statistically significant. The 
adjusted R2 value is 0.31. The adjusted R2 value for our simple linear regression model 
was 0.30. This would indicate that the addition of age has increased the predictive ability 
of the model by 1% only. 

The new regression equation is: 

Weight = -55.51 + 0.86 × height - 0.17 × age

The equation is informing us that if we controlled for height, for people with 
similar height, there would be 0.17 unit reduction of weight for each unit increase in 
age. Similarly, for a patient of the same age, there will be 0.86 unit increase in weight for 
each unit increase in height. 

The height of the fourth patient in the database was 167cm, he was 49 years old. By 
applying this equation, we find the predicted weight to be 79.78 kg. His actual weight 

Figure A2.42 Output of multiple linear regression.



SOFTWARE AND PRACTICE  CORNER   |   A2.33

was 70 kg. Therefore, the residual is -9.78. Height alone appears to be a better predictor 
of weight than both height and age combined for this database. 

We shall not repeat the exercise of checking assumptions by plotting the residuals 
in a histogram and the residuals versus fitted values in a scatterplot, but they are both 
essential for confirmation of model validity. 
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A11. 

       This is a test of proportions. We need to perform a Chi-Squared test. The test will 
compare the observed frequencies against the expected frequencies and calculate the 
χ2 statistic. We choose Analyse>Descriptive statistics>Crosstabs. A new smaller window 
labelled ‘Crosstabs’ will appear. We select gender for the rows and yr5satisfaction for the 
columns. Next, we need to click on Statistics and select Chisq. Next, we click on Cells 
and select total and expected. The results are displayed in Figure A2.43. 

       The first row of the top table shows the observed frequencies and the second row the 
expected frequencies. Among the men, 157 of them were satisfied and a single patient 
was dissatisfied. The expected counts were 153.01 and 4.99 respectively. Among the 
women, 211 of them were satisfied and 11 dissatisfied. The expected counts were 214.99 
and 7.01 respectively. The lower table shows the statistics. 

      The Pearson Chi-Squared value is 5.64, the degrees of freedom is 1, the difference in 
the rate of satisfaction between men and women proved to be significant (p = 0.017). 
Please note that Fisher’s exact test was performed. We have already learnt that Fisher’s 
exact test is recommended if any of the expected cell counts is < 5; it was the correct test 
to perform for our data. 

       We also learnt previously that Yates’ continuity correction is recommended for a 2x2 
contingency table even if sample size requirements are met. We note in Figure A2.43 
that Yates’ correction yielded a smaller value for the χ2 statistic. The results should be 
reported as:

Figure A2.43 Output of the chi-squared  test.
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There was a significant relation between sex and patient satisfaction (Fisher’s Exact test, Pearson 
Chi-Squared statistic = 5.64 (Yates’ continuity correction = 4.31, df 1, p = 0.017).  
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A12. 

       Indication of patients’ pre-treatment mental state is available in the pre-treatment 
mental health score (SF36mhth). However, we have a problem on our hands, as, 
currently this score is a scalar one. We need to convert this score to a dichotomous type 
for the ease of calculation. Mental health score ranges from 0–100. A cut-off value of 
50 has been recommended by authors to categorise mental distress. Those who score 
0–50 can be categorised as suffering from mental distress and those who score >50 as 
not being distressed. To categorise the variable, we need to transform it. We choose 
Transform>Recode into different variable. A new smaller window will appear (Figure 
A2.44). 

We scroll down on the left-hand side to find SF36mhth and transfer this variable 
onto the old variables box. Next, we need to choose the Old and New Values… tab at the 
bottom of the pop-up screen. This will take us to a new screen (Figure A2.45). 

We need to assign values for the new variable. Since we are dealing with a range 
of values, we click on range and assign 0–50 as the old range, the new value for this range 
is 1 (distressed). We click add, next we click on range again and assign 51–100 as the 
old range and click add, the new value for this range is 0 (not distressed). We also need 
to instruct PSPP how to deal with missing values, if there were any. We click on the 
System Missing button on the left and when the New Value label is activated, we choose 
System Missing. PSPP will identify missing values and mark them with a dot (SYSMIS). 
We click on Continue. This will bring us back to the previous pop-up screen. If we click 
on SF36mhth, a new box named Output variable will become activated. We have to give 
a name (Distress) and label (Mental health) to the new variable. Next, we click Change. 
The new variable (Distress) will appear in the dataview screen (Figure A2.46).

If we click OK, the new variable distress will appear in dataview. We need to go 
back to the variable view screen to label this new variable correctly. We choose numeric 
as the type of variable, label the values in the value label column (0 = not distressed,  
1= distressed) and choose nominal as the measure.  We can have an overview of the new 
variable if we choose Analyse>Descriptive Statistics>Freqencies.  

Figure A2.44 Pop-up window for recoding a variable. Figure A2.45 Assigning values.
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Figure A2.47 Frequency table of distress.

Figure A2.46 Old and new variables. 

The table confirms that out of a total of 380 cases, there were 7 cases of missing 
data, 320 patients were not distressed and 53 patients were distressed. If we repeat the 
Chi-Squared test by choosing the Crosstabs option with Distress as the row variable and 
y5satisfac as the column variable, the results indicate that:

pre-treatment mental health did not significantly influence post-treatment patient 
satisfaction (Fisher’s exact test, Chi-Squared statistic = 3.72 (Yates’ continuity correction 
= 2.28, p = 0.117). 

Please note again that due to low expected counts in one cell Fisher’s exact test was 
performed and Yates’ continuity correction calculated since this was a 2 × 2 table. 
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A13. 

           Our independent variables of interest are Ptage, Occupation and SF36mhth, and the 
dependent variable is the y5satisfac. The dependent variable, y5satisfac, is a binary one 
(category 1 = satisfied, category 2 = dissatisfied). We need to perform a binary logistic 
regression analysis to answer our question. 

However, before we conduct our analysis, we need to satisfy ourselves that our 
dataset meets the assumptions of the test:

1.	 Our dependent variable is dichotomous, the independent variables are a mix of 
continuous and categorical variables. 

2.	 We also know that observations are independent and not related. 

3.	 Our sample size is large and we have only three independent variables, therefore 
sample size assumptions are met. 

4.	 Next, we need to satisfy ourselves that there is no multicollinearity, i.e. the 
independent variables are not highly correlated to each other. 

We have two continuous variables, Ptage and SF36mhth and a categorical variable. 
One way to do this is to calculate the Variance Inflation factor (VIF). Fortunately, this 
option is available in the latest version of PSPP (version 1.4.1). We need to check for 
multicollinearity between the three independent variables: Ptage, Occupation and 
SF36mhth. We go back to the linear regression screen, we can choose SF36mhth as our 
dependent variable and the other two as the independent variables, it does not matter. 
Next, we click on statistics; several options are made available in a separate screen. We 
choose the Tol option, click OK. This will give us the Collinearity statistics in the form of 
Tolerance and VIF, the results are shown in Figure A2.48. 

Tolerance and VIF are both collinearity statistics. Tolerance is a measure of 
collinearity of the variables. A low tolerance value indicates a perfect linear relation, a 
low tolerance value of < 0.1 should be investigated further. 

VIF is a measure of the effect of collinearity in the model. There is no formal 
cut-off level but values >2.5 may raise concern. The results would suggest that there 
is no evidence to suggest age, occupation and pre-treatment mental health are highly 
correlated.

Figure A2.48 Correlation between age and SF36mhth.
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5.	 Finally, we should also confirm that there is a linear relationship between the logit 
function of the dependent variable and the independent continuous variable. This 
can be investigated with the Box-Tidwell test. Currently, this option is not available 
in PSPP. 

Let’s proceed to logistic regression. We choose Analyse>Regression>Binary Logistic. 
We click on y5satisfac and transfer it to the Dependent variable box. Similarly, we transfer 
Ptage, Occupation and SF36mhth onto the Independent variable box. We click OK and the 
results are displayed. Several tables are produced. Out of 380 cases, there were 9 missing. 
The Model summary table is displayed in Figure A2.49.

Figure A2.49 Model summary of logistic regression.

Figure A2.50 Classification table without any predictive variables.

          The Nagelkerke R square is a pseudo R square value and indicates that the model has 
poor ability to explain patient satisfaction five years after treatment (10%). The model 
explains only 10% of the variability in yr5satisfac. However, without comparing other 
models one cannot discard it. It may well be that this is the best available model. The 
Classification table (Figure A2.50) indicates the accuracy of a model at the beginning 
of model fitting without introducing any predictor variables. Since most patients were 
satisfied the best strategy for the software at the beginning, without any information of 
predictor variables being made available, was to treat everyone as satisfied. This led to 
a sensitivity of 100% and a specificity of 0%, with an overall accuracy of 96.8%. We can 
therefore observe that even without any predictor variables the accuracy of the model 
was quite high. It was always going to be difficult to match that!

Figure A2.51 shows the final model with all the included variables. Also note that since 
we had a categorical variable (occupation) with five different categories, the software 
automatically created indicator variables for analysis and compared them against a 
baseline occupation exposure. We did not have to instruct this separately. To enable this 
function, you have to ensure that value labels are correctly identified and the variable is 
correctly indicated as ordinal in the measure option. 

        There does not seem to be an option to perform the Hosmer and Lemeshow test in 
PSPP. This function is available in SPSS. We have already learnt that this test is performed 
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to assess the goodness of fit of the model. The column Exp(B) has been marked with a 
red border. Exp(B) stands for the exponential of the estimated regression coefficient. It 
produces the OR that adjusts for the influence of the other predictor variables in the 
model. The column immediately to the left shows the significance of the Wald statistic. 
None of the independent variables has any significant ability to predict y5satisfac 
(p-value>0.05). The latest version of PSPP also displays how the dummy variables were 
coded. This is displayed in Figure A2.52. 

We can conclude that age, occupation or pre-operative mental health would not be 
suitable for predicting post-treatment patient satisfaction. 

Figure A2.52 Categorical variables' codings.

Figure A2.51 Variables in logistic regression and their significance.
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A14. 

Researchers wished to investigate the efficacy of a plant-based diet in reducing serum 
cholesterol level. The primary outcome measure was a reduction in serum cholesterol 
level. As we have learnt before this is a surrogate outcome measure. It may have been 
clinically more relevant to investigate if plant-based diets helped to reduce cardiovascular 
mortality and/or morbidity etc. 

Serum cholesterol is a continuous variable. Therefore, depending on the distribution of 
data (most likely parametric) the appropriate statistical test would be a test for difference 
in means. If the data are related (before and after plant-based diet) a related samples 
t-test would be appropriate. If data are independent (plant-based diet group versus non-
plant-based diet group), an independent samples t-test may be appropriate.

A15. 

a.  The null hypothesis of the trial would be: 

the utterance of the word ‘quiet’ would adversely affect the workload beyond the non-
inferiority margin of 30 clinical episodes (i.e. the workload will be inferior, >30 episodes, 
one-sided test). 

The alternative hypothesis would be: 

the utterance of the word ‘quiet’ would not adversely affect the workload ( i.e. the 
workload will not be inferior beyond the 30 episodes margin, could be similar or better, 
one-sided test).   

b. In this case, we do not require the p-value to reject the null hypothesis. The 95% 
CI of the difference in clinical episodes is a marker of the evidence for/against it. If the 
upper bound of this 95% CI is less than the margin of non-inferiority of 30 clinical 
episodes, then we can consider that non-inferiority was shown. The upper margin was 
24.7. There is strong evidence to reject the null hypothesis. We accept the alternative 
hypothesis that uttering the word ‘quiet’ did not appear to harm the clinical workload 
in this study!  (You may wish to re-visit Figure 9.7 for a visual interpretation of the margins of 
non-inferiority in a RCT). 
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A16. 

a. The null hypothesis would be: there is no difference in the proportion of 
participants progressing to severe disease or all-cause mortality 28 days post-enrolment 
between the intervention arm and control arm. 

b. Since this was an open-label trial both the caregivers and the participants were 
aware of the allocated intervention. This may have affected the level of care or patients’ 
expectations. However, as far the outcomes were concerned these were very objective 
and therefore unlikely to be affected by detection bias as such. 

c. All participants originally allocated would qualify for intention-to-treat (ITT) 
analysis. If we are to perform ITT, all 235 participants originally allocated to the 
intervention arm and 229 participants allocated to the control arm should be analysed 
in ITT irrespective of their received intervention or follow-up status. Since patients 
were lost to follow-up we need to have a strategy to address missing values. Multiple 
imputations are currently the most accepted method for the analysis of missing data 
[7]. When multiple imputations are performed missing data are imputed according to 
a predictive regression model. Some authors employ a ‘modifed ITT’ where all patients 
are followed-up regardless of the treatment they receive but only those with complete 
follow-up are analysed [8]. 

          Per-protocol analysis will only include participants who complied with the original 
study protocol. Of the 228 participants in the plasma arm, one was lost to follow-up and 
two received only a single dose, therefore 225 participants would qualify for per-protocol 
analysis (226, if the participant lost to follow-up had received the full intervention). In 
the control arm, 226 complied with the control arm but one was lost to follow-up later, 
therefore, 225 participants would qualify for per-protocol analysis. 

d. An appropriate significance test would be the chi-squared test for association/
independence. The null hypothesis would be: the outcomes (28 days all-cause mortality 
or progression to severe disease) are independent of the type of intervention received. 

         We do not have individual patient data but we do have the numbers for each group 
that we can put in any freely available online chi-squared calculators and complete our 
analysis (Table A2.2) [9]. The χ2 statistic of 0.0521 is less than the critical value for the 
χ2 statistic.  

Table A2.1 Results of the chi-squared test.
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P = 0.819; we can not reject the null hypothesis. The variables are independent, there 
was no relation between the type of treatment received and 28 days all-cause mortality 
or progression to severe disease. 

e. Since this was a prospective trial, we know the exact proportion of events in the 
exposed versus the non-exposed group. We can use risk as our outcome measure. 

f. Although RCTs adjust for confounding factors, calculation of risk ratio will not 
be able to account for the effect of other exposure factors, the calculated risk will be 
unadjusted risk ratio. A better option may be to calculate the OR to account for possible 
confounders. 

g. We need to find out the data distribution to decide which is the appropriate 
statistical test to perform. We note that the authors displayed non-parametric measures. 
This would imply that data were not normally distributed. Since the two groups were 
not related the appropriate statistical test would be the Mann-Whitney U test.  
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A17. 

a. The null hypothesis would be: 

the difference in satisfaction with pain relief between the two groups would be greater 
than 10% (could be in either direction, two-sided test) (i.e. the two groups are not 
equivalent concerning patient satisfaction, could be better or worse, two-sided test).  

The alternative hypothesis would be: 

the difference in satisfaction with pain relief, between the two groups, would be less 
than 10% (the two groups are equivalent concerning patient satisfaction).   

 b. Intention-to-treat is the gold standard for the analysis of results. However, in this 
situation analgesia was not universally used and there was substantial cross-over from 
one arm. ITT may give a pragmatic estimate of the intention of using the intervention 
but is likely to favour the alternative hypothesis in this scenario. Therefore, as-treated 
analysis may be a better option. 

c. Results can be tested for equivalence by determining whether the upper and 
lower limits of the 95% confidence interval of the primary endpoint AUC of satisfaction 
with pain exceeded the equivalence margin of 10% or not. 

Since the as-treated analysis showed that the mean difference and the upper limit 
of the 95% CI exceeded the 10% margin, the two interventions were not equivalent for 
patient satisfaction; we cannot reject the null hypothesis and we are unable to accept the 
alternative hypothesis. 
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A18. 

       It may be convenient if we created a 2 × 2 contingency table with the results (Table 
A2.3). 

Antibiotics
Placebo

No infection
1439
1300

Infection
180
306

Total
1619
1606

Table A2.3 Contigency table of infection rate in antibiotics versus the placebo group. 

a. Therefore, the risk of infection in the prophylactic antibiotic group was: 180 ÷ 
1619 = 0.11.

The risk of infection in the placebo group was: 306 ÷ 1606 = 0.19

The risk ratio of infection in the prophylactic antibiotic group was 0.11 ÷ 0.19 = 0.578

The prophylactic antibiotic group was nearly half as likely (relative risk reduction 42%) 
to develop infection compared to the placebo group. 

b. The absolute risk reduction was 0.19-0.11 = 0.08. 

Numbers needed to treat (NNT) was 1 ÷ 0.08 = 12.5.  

Therefore, for every 13 patients treated with prophylactic antibiotics compared to 
placebo after operative vaginal birth, a single case of maternal infection was averted. 

c. The odds of infection in the antibiotic allocated group was: 180 ÷ 1439 = 0.125

The odds of infection in the placebo allocated groups was: 306 ÷ 1300 = 0.235

The odds ratios of infection in the prophylactic antibiotic group was 0.125 ÷ 0.235 = 0.53

As we have discussed before, when events are rare, risk and odds ratios are nearly 
identical. 
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A19. 

a.	 This is a survival curve (Figure Q19.1). Maximum follow-up was 10 years. It 
is not clear what were the numbers at risk at each stage nor the number of censored 
patients. The curve indicates that there was an apparent difference in survival according 
to the different categories of hypertension. All-cause mortality appears highest in the 
resistant hypertensive group (yellow) and lowest in the normotensive (green) group. 
The 10-year survival in the resistant hypertensive group was around 65% and in the 
normotensive group around 85%.

                                        

Figure Q19.1 Unadjusted cumulative survival 
figures for different categories of hyptertension.
© BMC Medicine, reproduced under CC BY 2.0 [5]. 

Green – normotensive
Blue – untreated hypertensive
Red – controlled hypertensive
Purple – uncontrolled hypertensive
Yellow – resistant hypertensive

b. The hazard of interest was all-cause mortality. 

c. Median survival cannot be commented on as survival rate was >50% at 10 years. 
We cannot predict median survival as it is not possible to extrapolate data beyond the 
maximum follow-up; we do not know what will happen to the survival curve after 10 
years. 

d. One would perform a Log-rank test to investigate if the apparent differences in 
survival rates were significantly different. 

e. If the mortality rate in different categories was marked in frequencies, we could 
investigate this with a chi-squared test for trend. 

f. If we perform a Cox regression analysis, we should be able to adjust for the effect 
of the other risk factors. The authors identified several risk factors for cardiovascular 
death, as well as co-morbidities and complications and undertook Cox regression. 
Figure A2.53 displays the results following Cox regression analysis.
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Figure A2.53 Adjusted HR after Cox regression (left), compare with figure Q19.1 unadjusted HR (right).
 © BMC Medicine, reproduced under CC BY 2.0 [5]. 

Compared to the unadjusted hazard ratio in Figure Q19.1, the adjusted HR in 
Figure A2.53 demonstrates that compared to resistant hypertensive (yellow) there was 
no difference in survival rate in the controlled hypertensive (red) group (look at the 
margin of the 95% CI, crossed 1). Normotensives (green), untreated hypertensives 
(blue) and uncontrolled hypertensives (purple) demonstrated improved survival rate 
when adjusted for other risk factors. 

The margin of difference was much less in the adjusted model compared to the 
unadjusted one. The 10-year survival probability for the resistant hypertensive group 
is now just under 80% and that of the normotensive group 83%. This would indicate 
that although resistant hypertension proved to be an independent predictor of all-cause 
mortality the relationship was not straightforward and was not solely dependent on 
control of hypertension in this group of patients.  
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Test negative

True - ve False + ve

False - ve True + ve

Test positive

A20. 

         Since the incidence of the virus is 10%, for every 100 persons, 10 persons have the 
virus. Th e results are broken down in Figure A2.54. 

Disease

Healthy (90)

Diseased (10)

81 9

3 7

a. Th erefore, the probability of having contracted the virus when tested positive is: 

PPV = TP ÷ TP + FP = 7 ÷ 16 = 43%

b. Th e probability of not having contracted the virus if tested negative is: 

NPV = TN ÷ FN + TN = 81 ÷ 84 = 0.964 = 96.4%

      Th e probability of having contracted the disease if tested negative is very low, so we 
can use the test to rule out the disease. We cannot use it to rule in the disease since the 
probability of having contracted the disease even if tested positive is not high. 

Figure  A2.54  Interpreting  the  Covid  19  test  results, 
Sensitivity = 70% and specifi city = 90% (prevalence = 10%)
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A21. 

      To answer this question, we need to ascertain the positive and negative likelihood 
ratios (LR) of superficial wound infection.  

		  SensitivityLR + ve =		  1 - Specificity (FPR)

		  1 - Sensitivity (FNR)and LR - ve =		  Specificity

We know that sensitivity = 49%, specificity = 62%

Therefore, FPR = 1-Specificity = 38%, 

FNR = 1-sensitivity = 51%,

Therefore, 

	    49			      51LR + ve =          = 1.29,	 LR - ve =          = 0.82	    38			      62

    The results suggest that a positive test was only marginally more (1.29) likely in 
someone with infection than someone without.  The negative LR was quite high and 
suggests that the test was not accurate at obtaining a negative result in those without the 
disease compared to those with the disease. Henceforth, we conclude that the results of 
this test are unlikely to affect the post-test probability. 
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A22. 

a.	 We can use the Bayes’ theorem to answer this question. We have the following 
pieces of information: 

The prevalence of prostate cancer is 0.8%. 

P(Prostate Cancer) = 0.008, 

P(no Prostate Cancer) = 0.992

The sensitivity of the PSA test is 90%. 

P(test + ve given Prostate Cancer + ve) = 0.90. 

The specificity of the PSA test is 85%. 

The false-positive rate of the PSA test is: (1-Specificity) = 15%.            

P (test + ve if Prostate Cancer - ve) = 0.15

P(test + ve) = P(test + ve if Prostate Cancer + ve) × P(Prostate Cancer) + P(test + ve if 
Prostate Cancer - ve) × P(no Prostate Cancer)

P (test + ve) = 0.90 × 0.008 + 0.15 × 0.992 = 0.0072 + 0.1488 = 0.156

                                                                       P (test + ve if Prostate Cancer + ve) × P (Prostate Cancer)

				                                            P (test + ve)

				             0.90 × 0.008        0.0072
P (Prostate Cancer + ve given test + ve) = 		   = 	     = 0.046 = 4.6%				                 0.156	        0.156

If you found it hard to get your head around the concept of Bayes’ theorem, we can 
also descriptively approach the problem (Figure A2.55). The calculations are slightly 
different as these are in full numbers. 

 P (Prostate cancer + ve if test + ve =
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Figure A2.55 Probability of prostate cancer being present if PSA test is positive. 

b.	 The pre-test odds of prostate cancer in a patient was:

			    0.008 ÷ 0.992 = 0.008

The post-test odds of prostate cancer in a patient with a positive test was:

			    0.046 ÷ 0.954  = 0.048 

Post-test odds of prostate cancer was six times more likely, but still low. 
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A23. 

a.	 Before looking at the numbers we need to assess the study population, 
intervention, co-intervention etc. to assess for clinical heterogeneity. Provided there was 
sufficient evidence for the presence of clinical heterogeneity, the Chi-Squared statistic 
and I2 value would indicate evidence of statistical heterogeneity. The Chi-Squared value 
was small and for 8 df, the p-value was 0.87. Similarly, the I2 statistic is low. They both 
suggest a low probability of statistical heterogeneity. 

b.	 The funnel plot is symmetrical with studies scattered on both sides of the 
pooled treatment effect. This would indicate little evidence of publication bias. 

c.	 Nine studies were included in the meta-analysis, these are displayed in rows. 
The second and the fourth column show the number of events in the control group 
and the topical TXA group respectively. The third and the fifth columns show the total 
participants in the control group and the topical TXA group. The sixth column shows 
the weight ascribed to each study. Maximum weight was ascribed to Seo et al. 

Their study was not the largest but had the maximum events. Since there was no 
evidence of heterogeneity the authors performed a fixed-effects model of meta-analysis. 
The Forest plot in the extreme right shows the point estimates (square block) as well 
as the 95% CI (the whiskers). The diamond is the summary estimate and favours the 
topical TXA arm. The ends of the diamond are well away from the line of no effect. 
We can conclude that the application of topical TXA in total knee arthroplasty led to a 
significant reduction in blood transfusion. 

Figure Q23.2  The Forest plot.
Reproduced with permission and © of The British Editorial Society of Bone & Joint Surgery [6]. 
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