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 Q4 (a) (i) Projecting the class means to 1-D, we have

µy
k =

1

Nk

∑
n∈Ck

yn =
1

Nk

∑
n∈Ck

wTxn = wT 1

Nk

∑
n∈Ck

xn = wTµk, k = 1, 2

(2 marks, K)

(ii) The class variances in the FDA-projected space are

(σy
k)2 =

1

Nk

∑
n∈Ck

(wTxn − µy
k)2, k = 1, 2.

=
1

Nk

∑
n∈Ck

(wTxn −wTµk)2

=
1

Nk

∑
n∈Ck

‖(xn − µk)Tw‖2

=
1

Nk

∑
n∈Ck

[
(xn − µk)Tw

]T [
(xn − µk)Tw

]
=

1

Nk

∑
n∈Ck

wT(xn − µk)(xn − µk)Tw.

(5 marks, KA)

(iii) The optimal projection vector w∗ can be obtained by maximizing J(w) with
respect to w. Using the results in (a) and (b), we have

w∗ = argmax
w

(µy
1 − µ

y
2)

2

(σy
1)2 + (σy

2)2
,

= argmax
w

[
wT(µ1 − µ2)

]T [
wT(µ1 − µ2)

]∑2
k=1

1
Nk

∑
n∈Ck wT(xn − µk)(xn − µk)Tw

= argmax
w

[
(µ1 − µ2)

Tw
]T [

(µ1 − µ2)
Tw
]

wTSWw

= argmax
w

wTSBw

wTSWw
.

(6 marks, AE)
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 (b) The covariance of x’s is the expectation of (x−m)(x−m)T:

E{(x−m)(x−m)T} = E{(Vz + ε)(Vz + ε)T}
= VE{zzT}VT + E{εεT}
= VIVT + Σ

= VVT + Σ.

(6 marks, AE)

(c) (i) The function φ(x) is to map x to a high-dimensional space.
(2 marks, K)

(ii) Using a non-linear kernel avoids evaluating the dot products in very high
dimension space defined by φ, which could be of infinite dimension.

(2 marks, A)

(iii) φ(x) = x, i.e., a linear function.
(2 marks, E)
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 Q5 (a) (i) A perceptron with one neuron can only produce one decision plane, which
will fail to separate the samples in this problem into two classes.

(3 marks, KA)

(ii) The neural network has a hidden layer with two non-linear neurons. Each
neuron will give one decision plane. The samples of the two classes in this
question spread to three regions in the input space, which require at least two
lines for perfect separation. Therefore, two hidden neurons will be needed.
However, the network can solve this problem only if the hidden neurons are
nonlinear. This is because if they are linear, y is a linear function of x, i.e.,
y = Wx + b, which can provide one line only.

(4 marks, AE)

(b) (i) When ak = −∞, yk = 0.
When ak = +∞, yk = 1 according to L’Hospitals rule.
For other values of ak, we have 0 < yk < 1 because

∑2
k=1 yk = 1.

(4 marks)

(ii) Because tk can be either 0 or 1, we have t2 = 1−t1. Also, because
∑2

k=1 yk =
1, we have y2 = 1− y1. Put these two equations into Emce, we have

Emce = −
∑
x∈X

2∑
k=1

tk log yk

=
∑
x∈X

[−t1 log y1 − t2 log y2]

=
∑
x∈X

[−t1 log y1 − (1− t1) log(1− y1)]

= Ebce

(4 marks, AE)

(iii) This means that we do not need to use two outputs for binary classification
problems. Simply use a network with one output and use binary cross-
entropy as the loss function will do the job.

(3 marks, E)

(c) Because finding extrema means finding both the maximum and the minimum
subject to the required constraint, we define the Lagrangian function as

L(x, y, λ) = x+ y − λ(x2 + y2 − 2)
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 Take the derivatives of L and set the results to 0, we have

∂L

∂x
= 1− 2λx = 0 =⇒ λ =

x

2
∂L

∂y
= 1− 2λx = 0 =⇒ λ =

y

2
∂L

∂λ
= x2 + y2 − 2 = 0 =⇒ x2 + y2 = 2

(4 marks, A)
The first two equations suggest that x = y. Substituting x = y into the third
equation, we obtain

x2 + x2 = 2 =⇒ x2 = 1 =⇒ x = ±1

Because ∂f(x,y)
∂x

= ∂f(x,y)
∂y

= 1, the slope is positive. Therefore, the maximum is 2

and it occurs at (1, 1). The minimum is −2 and it occurs at (−1,−1).
(3 marks, AE)
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 Q6 (a)

mse(θ̂) = E
{

(θ̂ − θ)2
}

= E
{[

(θ̂ − E(θ̂)) + (E(θ̂)− θ)
]2}

= E
{[
θ̂ − E{θ̂

]2}
+
[
E(θ̂)− θ

]2
+ 2E

{
(θ̂ − E{θ̂})(E{θ̂} − θ)

}
= var(θ̂) +

[
E(θ̂)− θ

]2
= var(θ̂) + b2(θ)

Note that the 3rd term of the 3rd equation is 0 because

(θ̂ − E{θ̂})(E{θ̂} − θ) = (θ̂ − θ − b(θ))(θ + b(θ)− θ)
= (θ̂ − θ − b(θ))b(θ).

Taking expectation of the above term, we have

b(θ)
[
E{θ̂} − θ − b(θ)

]
= 0.

(7 marks, KA)

(b) (i) The likelihood function is the product of N densities:

p(x;A) =
N−1∏
n=0

1√
2πσ2

exp

[
− 1

2σ2
(x[n]− A)2

]

=
1

(2πσ2)N/2
exp

[
− 1

2σ2

N−1∑
n=0

(x[n]− A)2

]

The log-likelihood function is

log p(x;A) = − log
[
(2πσ2)

N
2

]
− 1

2σ2

N−1∑
n=0

(x[n]− A)2

(4 marks, K)
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 (ii) The first derivative of the log-likelihood function is

∂ log p(x, A)

∂A
=

1

σ2

N−1∑
n=0

(x[n]− A) =
N

σ2
(x̄− A),

where x̄ is the sample mean. The 2nd derivative is

∂2 log p(x, A)

∂A2
= −N

σ2
.

Therefore, the CRLB of the best estimator of A is

CRLB(Â) =
1

−E
[
∂2 log p(x,A)

∂A2

]
=
σ2

N
.

(5 marks, AE)

(c) (i) If the time-of-flight measures are perfect, τ 2 = 0. Then, using the 3rd
equation, we have Kt = c. Substituting Kt = c into the 2nd equation of the
update formulae, we obtain σ2

t|t = 0. As a result, the estimate x̂t|t will be
perfect.

(3 marks, KA)

(ii) The 3rd equation suggests that Kt > 0. As σ2
t|t−1 and c are larger than 0,

we have σ2
t|t < σ2

t|t−1. This means that the variance of the position estimate
becomes smaller after taking zt into account.

(3 marks, AE)

(iii) If τ 2 becomes very large, Kt → 0. The first equation suggests that x̂t|t =
x̂t|t−1, which automatically ignores zt when estimating the position.

(3 marks, AE)


