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Introduction

@ We observed that background noise in utterances will not only enlarge the speaker-dependent
i-vector clusters but also shift the clusters, with the amount of shift depending on the signal-
to-noise ratio (SNR) of the utterances;

@ We propose to utilize clean i-vectors as well as available meta information to train a
hierarchical regression DNN (H-RDNN) and a multitask DNN (MT-DNN);

@ We show that the proposed DNN architecture together with the PLDA backend outperform
the multi-condition PLDA model and mixtures of PLDA in noisy environments.

Proposed Models
& Hierarchical regression DNN:

» The first regression DNN is trained to map noisy i-vectors to their respective speaker-
dependent cluster means of clean i-vectors:
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where X, is the n-th training i-vector pre-processed by WCCN and LN; t, is the
corresponding target i-vector obtained by averaging speaker-dependent i-vectors from
clean utterances;

» The second regression DNN is trained to regularize the outliers that cannot be denoised
properly by the first regression DNN:
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where Xy, is the n-th i-vector denoised by the first DNN; ty, is the corresponding i-vector
from the original i-vector set (no noise corruption) and then denoised by the first DNN.
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@ Multi-task DNN:

» To reduce the speaker information loss in the regression task, we introduce a second task-
specific layer at the top of the regression network (1-st stage) to classify speakers:
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where €, is the k-th element of £,; if the utterance of X, is spoken by the k-th speaker,

then €, = 1, otherwise it is equal to 0; y,  is the posterior probability of the A-th speaker.
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Results

Performance on the original test segments in NIST 2012 SRE, with babble noise at SNR of
0dB, 6dB and 15dB being added to the training utterances.

Model Ccc4 CC5
ue

Multi-condition PLDA 4.02 0.352 3.61 0.343
SI-mPLDA 3.88 0.333 3.21 0.306
SD-mPLDA 3.80 0.353 348 0.338
DAE+PLDA 3.32 0.339 293 0.329
H-RDNN-+PLDA 3.24 0.348 2.95 0.338
MT-DNN+PLDA 3.12 3.325 2.76 0.307

Performance in CC4 of NIST 2012 SRE under 3 SNR conditions in the test segments.
The results below only show the case in which babble noise was added to 3 SNR test
sets. For full results, refer to Reference 1.

m

Multi-condition PLDA 254 0266 284 0325 456  0.500
SI-mPLDA 242 0237 285 0314 455 0478
SD-mPLDA 268 0271 291 0335 436 0497
DAE+PLDA 213 0278 255 0337 389 0437

H-RDNN+PLDA 215 0280 256 0341 392 0435
MT-DNN+PLDA 205 0272 248 0316 382 0428

T-SNE plots of 20 speaker clusters from 3 SNR groups (org+15dB+6dB, telephone speech,
babble noise). The raw i-vectors in (a) were transformed by DAE (b), H-RDNN (c), and
MT-DNN (d). Speakers are marked with different colors and i-vectors from the three SNR
groups are marked with °, X, and *, respectively.

(a) Raw i-vectors (b) DAE-transformed i-vectors
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(c) H-RDNN-transformed i-vectors (d) MT-DNN-transformed i-vectors
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Dispersion of 20 speaker clusters from 3 SNR groups (org+15dB+6dB, telephone speech,
babble noise). The x-axis indicates the types of DNN transformation methods applied to the
raw i-vectors. The y-axis indicates the values of Tr(Sy'Sy). The colors in the legend
denotes different i-vector post-processing methods applied to the DNN-transformed i-

vectors.
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Conclusions

@ The compactness of speaker-dependent i-vector clusters largely depends on the SNR of utterance;
@ Meta information, such as the speaker identity of utterance, helps MT-DNN to discriminate i-
vectors from different speakers while perform the denoising task.
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