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(a) The maximum value of M is K — 1 because the rank of Sg is at most K — 1.

(5 marks, K)

(b) Consider the term z, = x, — p = (@, — p) + (x,, — p,). Then, we have

Therefore, we have

+ (Nipy = Nupy) (g — )7 + -+ (Ngpe — Ngpge) (e — )

K
= Ny — 1) (1, — )" + S
k=1

= [ — 1) + (%0 — )] (g — 1) + (%0 — )]
(g — 1) (g, — )7 4 (%0 — ) (%0 — p3,) T+
(g — 1) (X — )"+ (5 — g (g, — 1)

T

T

Because St = Sg + Sy, the first term in the equation above must be Sg.

(10 marks, E)

(c) (Option 1) The Lagrangian function can be written as

LW, {\}) = TH{WTSzW} — i Aj(wiSyw; —1)

J=1

= Tr{W'SpW} - Tt{W'S;y WA, — Ay}
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where Ay, = diag{\1, ..., Ay} comprises M Lagrange multipliers. Setting g_v](/ =
0 and using the property of matrix trace derivative, we obtain

SgW — SyWAy, =0
= (S;/SE)W = WAy,

Therefore, W comprises the first M eigenvectors of S;VlS g and Aj; comprises
M eigenvalues in its diagonal elements.

(Option 2) To find w;, we write the Lagrangian function as:
L(Wj, )\J) = W;!—SBWJ' — /\](W;I-SWW] — 1)
Setting g—VLV = 0, we obtain

SBW - ASWW =0
= (Siy'Sp)W = A\w

Therefore, the optimal solution of w; satisfies
(Sw' Sp)w; = Aw;

Therefore, W comprises the first M eigenvectors of S;VlS B

(10 marks, A)



DEPARTMENT / INSTITUTE / SCHOOL / CENTRE OF EIE

SOLUTION & MARKING SCHEME (2015/2016)

COURSE: EIE6207 YEAR: 6
SUBJECT: Theoretical Fundamental and Engineering Approaches for Intelligent Signal and Information Processing

INTERNAL

SUBJECT EXAMINER MODERATOR / ASSESSOR

EXTERNAL EXAMINER

M.W. Mak

2. (a) (i) Consider input vectors x = [z1 @3] and y = [y; »]". Then, we have

K(x,y)=(1+x"y)’

~ (146 BD

= (1 + 211 + 22y2) (1 + T1y1 + T2yo)

=14 22191 + 222y2 + 221y172Y2 + :cfyf + x%yg

SR

\/§Z/1
\/592

=1 \/51‘ \/§a7 ﬁmx x? x?

[ ' ? w2 of ] V2y19s

i

v

= o(x)"o(y).

Therefore, vector x is mapped to ¢(x) = [1 v2z; V222 V21170 23 x%}T,
which is a 6-dimensional vector. The decision boundary becomes linear be-
cause the output of the SVM can now be written as:

Fx) =D aip(x) d(xi) +b,
1€S
which is linearly related to ¢(x). (10 marks)

(ii) Because of the nonlinear cross-product terms z;y;, T1y122Yy2, and xfyf in
K(x,y), f(x) is nonlinear function of x.

(3 marks)

(b) Define agL) =2, w](.L)ogL_l) as the activation of the output neuron.! Then, the

instantaneous error gradident can be written as

OF OE dalt _
a1 _ gD (L1

8wj(-L) N 8@9 8w](-L) b

1w§L) also includes the bias term



DEPARTMENT / INSTITUTE / SCHOOL / CENTRE OF EIE

SOLUTION & MARKING SCHEME (2015/2016)

COURSE: EIE6207 YEAR: 6
SUBJECT: Theoretical Fundamental and Engineering Approaches for Intelligent Signal and Information Processing
SUBJECT EXAMINER MODERT:(?I?T:&SESSOR EXTERNAL EXAMINER
M.W. Mak
where
sw _ OE _ 0E 90" 0E oy
' (9a§L) GogL) aaﬁL) dy 8@512)
t 1—t 1
B
y 11—y 14e*
—tA-y)+ 10—y, « L
- pat") [1 = naf)]
y(1—y)
L
_ oy <y = haf?)
) (L—1)
= P =(y—t)o
J
(6 marks, E)

(c) Consider the posterior density:

p(zi]xi, w)
o p(xi|zi, w)p(2;)
= N(x;/m + Vz,;, )N (z]0,1)

1 1
X exp {_§<Xi —m—Vz) 2 (x; - m — Vz;) — §Z;I—Zi}

)

1
= exp {ZZVTE_l(Xi —m) — §ZT I+VTE~V) zi} .
Comparing the terms of this equation with
1 To-1
N(Z’“’za Cz) X exp _é(z o l"’z) Cz (Z - .u‘z)
To-1 L
ocexp{z C; e — 52 C; z},

We have

C'=1+V'E2'V=L
Colp, = V27 (x; —m)
— u,=C,V'E ! (x;, — m)

=L 'V'E(x; — m)

= (zi[x;)
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Using the definition of covariance matrix: cov(z,z) = (xx')—(x)(x") and noting
that L is the posterior precision matrix, we have

(ziz;r|xi> =L '+ <Zz|X><Z;r|XZ>

(6 marks, A)



