
PolyU Submission of NIST 2018 Speaker Recognition Evaluation

Summary
• We show that there is a high discrepancy among

xvectors from previous SREs and unlabeled
xvectors in SRE18.

• We applied our recently proposed domain-
invariant audoencoder (DAE) to the NIST 2018
data.

• DAE uses maximum mean discrepancy to
measure the discrepancies among xvectors
from different domains.

• MMD is a nonparametric method for measuring
the distance between two probability
distributions.

• We generalize MMD to measure the
discrepancies of multiple distributions.

• By applying DAE as a pre-processing step for
xvectors, we show a small improvement over
unadapted x/i-vector systems.
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X/I-Vector/PLDA Training
• We used the pre-trained DNN from the Kaldi

repository.

• I-vector system is based on gender-independent
UBM 2048 mixtures and 600 dimensional total
variability matrix. They were trained using
SRE04-10 and Switchboard data with
augmentation.

• X/I-vectors extracted from NIST 2004-2010
SREs were used to train gender-independent
PLDA models

• X/I-vector pre-processing:

• Length-norm + LDA

• 600 dim à 200 dim

Test	
MFCC

Project	into	
domain-

invariant	space

Enrolment	
MFCC

I-vector	
extraction

Preprocessing PLDA	scoring

Work flow of our approach

Fig. 1: T-SNE embedding of xvectors from different datasets. Fig. 2: T-SNE embedding of DAE transformed xvectors from 
different datasets.

Domain Adaptation Using Domain-invariant Auto-encoder
• Domain-invariance auto-encoder

• The networks contained two objective and .

• is regular mean square error loss:

• is a domain-wise MMD defined as:

• Each data set is treated as a domain. Together, we have data
from SRE04-10, SITW, voicecele1, SRE16-unlabeled and
SRE18 unlabeled to train the DAE.

• Networks are optimized using the L-BFGS algorithm.

Performance

Adaptation 
Method

CMN2 VAST

EER mDCF EER mDCF
No Adapt 08.98 0.564 07.41 0.449
IDVC 09.26 0.569 07.41 0.412
DAE 08.65 0.561 07.41 0.412

Adaptation 
Method

CMN2 VAST

EER mDCF aDCF EER mDCF aDCF
No Adapt 10.22 0.601 0.617 15.29 0.585 0.613
IDVC 10.23 0.603 0.624 16.19 0.580 0.622
DAE 09.73 0.590 0.598 14.92 0.581 0.617

Adaptation 
Method

CMN2 VAST

EER mDCF EER mDCF
No Adapt 12.86 0.663 09.05 0.527
IDVC 11.91 0.661 08.23 0.527
DAE 12.02 0.660 07.41 0.527

Adaptation 
Method

CMN2 VAST

EER mDCF aDCF EER mDCF aDCF
No Adapt 13.79 0.725 0.733 19.05 0.659 0.69
IDVC 13.37 0.721 0.724 18.41 0.655 0.693
DAE 12.99 0.715 0.74 17.74 0.642 0.654

CMN2 VAST

EER mDCF aDCF EER mDCF aDCF
Fusion 10.31 0.607 0.622 15.56 0.586 0.675

• SRE18 Evaluation
• 1. I-vector systems

2. X-vector systems

• SRE18 Development
1. I-vector systems

2. X-vector systems

3. Fusion of DAE transform xvectors and unadapted xvectors
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