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Overview

© Factor Analysis
@ What is Factor Analysis
@ Generative Model
e EM Formulation

© I-Vectors
@ Gaussian Mixture Models
@ Factor Analysis Model
@ Applications of |-Vectors
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What is Factor Analysis?

@ Wiki: “Factor analysis is a statistical method used to describe
variability among observed, correlated variables in terms of a
potentially lower number of unobserved variables called factors.”

@ It was originally introduced by psychologists to find the underlying
latent factors that account for the correlations among a set of
observations or measures.

o Example: The exam scores of 10 different subjects of 1,000 students
may be explained by two latent factors (also called common factors):

o Language ability
o Math ability
@ Each student has their own values for these two factors across all of
the 10 subjects. His/her exam score for each subject is a linear
weighted sum of these two factors plus the score mean and an error.
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What is Factor Analysis?

@ For each subject, all students share the same weights, which are
referred to as the factor loadings, for this subject.
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What is Factor Analysis?

@ Denote x; = [z;1 --- :172-710]T and z; = [z 1 Zi’z]T as the exam scores
and common factors of the i-th student, respectively. Also, denote
m=[mp - mm]T as the mean exam scores of these 10 subjects.

Then, we have
Tij = mM;+v;12i1+v22i2+€, 1= 1,...,1000 and j =1,...,10,
(1)
where v;1 and vj 2 are the factor loadings for the j-th subject and ¢; ;
is an error term.
@ Eq. 1 can also be written as:

mi V1,1 V1,2

. . . 2,1

X; = : + : : |:Z :| +
0,2

mio V10,1 V10,2 €;,10

=m+Vz;+e¢, i=1,...,1000,

€1

(2)

where V is a 10 x 2 matrix comprising the factor loadings of the 10

subjects.
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Example Usage of FA

@ For the exam score example, we may apply clustering on the factors
z;, for i =1,...,1000.
Language skill
63

> Math skill

@ We may identify the students who are weak in both math and
language.
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FA versus PCA

@ Both PCA and FA are dimension reduction techniques. But they are
fundamentally different.

@ Components in PCA are orthogonal to each other, whereas factor
analysis does not require the columns of the loading matrix to be
orthogonal, i.e., the correlation between the factors could be non-zero.

o PCA finds a linear combination of the observed variables to preserve
the variance of the data, whereas FA predicts observed variables from

theoretical latent factors.

PCA: y;, = W' (x; —m) and X; = m + Wy,
FA: x, =m+ Vz; +¢;

where x;'s are observed vectors, y;'s are PCA-projected vectors of
lower dimension, and z;'s are factors.
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Why is FA Important?

Finance: Financial analysts use FA to find “what really drive
performance of underling assets”, allowing them to make better
investment decisions.

Social Science: FA reduces the number of variables to a smaller set
of factors that facilitates our understanding of social problems.

Marketing: How change in price (factor) affect the change in the
sales (observations)

Engineering: Many engineering applications need to determine the
hidden factors that lead to the observations.
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Generative Model of FA

@ Denote X = {x1,...,Xn} as a set of R-dimensional vectors. In
factor analysis, x;'s are assumed to follow a linear model:

x;, =m-+ Vz; + ¢; i=1,....,.N (3)

where m is the global mean of vectors in X', V is a low-rank R x D
matrix, z; is a D-dimensional latent factor with prior density
N(z|0,1), and €; is the residual noise following a Gaussian density
with zero mean and covariance matrix 3.

@ The marginal distribution of x is given by
p) = [ px.2)dn = [ pixlap(a)ia
= /N'(x\m + Vz,X)N(z]0,1)dz (4)
=N(xm,VV' + %)
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Generative Model of FA

@ Eq. 4 can be obtained by noting that p(x) is a Gaussian.
@ We take the expectation of x in Eq. 3 to obtain:

E{x} = m.
o We take the expectation of (x —m)(x —m)" in Eq. 3 to obtain:
E{(x —m)(x -~ m)T} = E{(Vz + )(Vz + €T}
= VE{zz"}VT + E{ee'} 5)
=VIV' +%
=VV'+3.

e Eq. 4 and Eq. 5 suggest that x's vary in a subspace of R? with
variability explained by the covariance matrix VV . Any deviations

away from this subspace are explained by X.
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Generative Model of FA

e Showing p(x|z) = N (x|m + Vz,X)
o The mean can be obtained by considering z deterministic (known):

E{x|z} = E{m+ Vz + €|z} (6)
=m+ Vz + E{e} @)
=m+ Vz (8)

o Given that the mean is m + Vz when we know z, the covariance
matrix of p(x|z) is

E{(x —m—Vz)(x—m—Vz)"} = E{ee"} 9)
> (10)
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Generative Model of FA

Man-Wai MAK (EIE)
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Figure: Graphical model of factor analysis.

X;=m+ Vz; + ¢ 1=1,...,N
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Generative Model of FA

Cov matrix: V'V T + 2:

@ The column vectors in V define the directions (subspace) in which
the data are most correlated.

@ The covariance matrix X defines the remaining variation that cannot
be captured by VVT.
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Posterior Density of Latent Factor

V = [Vl V2]

(4[x:) 2

(\Elobal mean of x p(Zi|Xi)

@ Recall that
x; =m+ Vz; + €;.
Therefore, each vector x; in the original space can be generated by an
infinite number of latent vector z; because €; is a random vector.
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EM Formulation: M-Step

@ M-Step: Maximizing the Expectation of Complete Likelihood

@ Denote w’ = {m’, V' '} as the new parameter sets. The E- and
M-steps iteratively evaluate and maximize the expectation of the
complete likelihood:

Q(w/|w) = EZNp(z\x){logp(X7 Z‘w/) ’/Ya w}
= IEzwp(zbc) {Zz log [p (xilzia w/) p(zi)] ‘X, w}
= Ez~p(z|x) {Zz log [N (Xi’ml 4 \/'/zz'7 2/) _/\[(ZZ"O, I)] ’X, w} .
(11)

@ Students are suggested to compare this equation with Eq. 5 of the
Clustering slides.
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EM Formulation: M-Step

@ Drop the symbol () in Eq. 11 and ignore the constant terms
independent on the model parameters

@ We obtain

Qw) = —ZEZ {;log 12| + %(XZ —m-—Vz) "2 (x; —m — Vzi)}

_ Z [_; log || — %(xz- —m) 27 (x; — m)]

+ Z m)' 7V (z]x;) — ; [Z <ziTVT21Vzi|xi>] .

i (12)
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EM Formulation: M-Step

@ Using the properties of matrix derivatives:

da’Xb B

.
X ab
b'XTBX
Ob’ X BXC _ pTypeT 4 BXcbT
X
O Jog At = (AT

0A

o We obtain

S?,— _ Z 51 (xi — m) (2] |x:) — Z =V (zialxi) . (13)
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EM Formulation: M-Step

@ Setting 2—8 =0, we have

Z \% <ziz;r\xi> - Z(xi —m) (2] [x;) (14)

V= [Z(xi —m)(zi|xi>T] [Z <ziziT]xi>] . (1)
@ To find X, we evaluate

O I [ b m )] Yk e )V

1
~3 Z V(ziz] |x)V'.
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EM Formulation: M-Step

@ Note that according to Eq. 14, we have

st =3 2 (B b ms - myT] 3 mytal VT

|
- g s~ malh v

@ Therefore, setting 82@1 = 0 we have

Ym=) |G = m) (xi = m) T = (x; = m) (] xi) VT

%

@ Rearranging, we have
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EM Formulation: M-Step

@ To compute m, we evaluate

g—r?l = — Z (2_1m — 2_1xi) + Z E_1V<zi\xi>.

@ Setting g—g =0, we have

1 N
m= — X;
N; ¢

where we have used the property Zi\;(z,\xﬁ ~ 0 when N is
sufficiently large. We have this property because of the assumption
that the prior of z follows a Gaussian distribution, i.e., z ~ A (z]0,I).
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EM Formulation: E-Step

@ In the E-step, we compute the posterior means (z;|x;) and posterior
moments (z;z] |x;).
o Consider the posterior density:

p(zilxi, w)
x p(xi|zi, w)p(2;)

X exp {—;(XZ‘ —m—-Vz)"2 7 (x; —m - Vz;) — ;ZTZZ'} (16)

()

2 3

@ A Gaussian distribution can be expressed as

Nalp.. C2) soxp { 5o - ) TC: o - )|

1
= exp {Z;I—VTE_l(Xi —m)— —z] (I + VTE_1V) zz} .

(17)

1
X exp {ZTCzluz = 2zTCle} .
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EM Formulation: E-Step

@ Comparing Eq. 16 and Eq. 17, we obtain the posterior mean and
moment as follows:

<Zi’Xi> = L_IVTE_l(Xi — m)
(ziz] [xi) = L1 + (2| X) (2] |xs)

where L™! = (I+ VTZ71V)~! is the posterior covariance matrix of
Z;, Vi.
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EM Formulation

In summary, we have the following EM algorithm for factor analysis:

E-step:
(zi]x;) = L7'VTE(x; — m)
(ziz] [xi) = L1 + (zilxi) (malx;) "
L=I+V'Elv

M-step:

. (18)
V7= 30 - e ] [ (e )|
m' = %Zz X
Y = % {Zil [(Xi — m’)(xi — m/)T _ V,<Zi|Xi>(Xi _ m/)T] }
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Relation to PCA

e Consider ¥ = ¢2I. Then, we have
L o
o
1__
<Zi’Xi> = ﬁL 1VT(X¢ — m)

@ When 02 — 0 and V is an orthogonal matrix such that vi=vT
then L — U—IQVTV and

(2]x;) — %ﬁ(VTV)*lVT(xi ~ m)
=V V)V (x;, — m) (19)
=VT(x; —m)

@ Note that Eq. 19 is equivalent to PCA projection and that the
posterior covariance (L™1) of z becomes 0.
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Applications of FA to Facial Images

Source: S.J.D. Prince,Computer Vision: Models Learning and Inference,
Cambridge University Press, 2012

o Different column vectors in 'V encode different types of variability in
the facial data, e.g., hue and pose.

Man-Wai MAK (EIE) FA and |-Vectors May 31, 2019 25 / 40



|-Vectors J
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GMM I-Vectors

@ l-vectors are based on factor analysis in which the acoustic features
are generated by a Gaussian mixture model (GMM).

@ Given the i-th utterance, we denote O; = {0;1,...,0;7,} as a set of
F'-dimensional observed vectors, which are assumed to be generated
by a GMM, i.e.,

c
poit) = Y AN (oulpte, Be), t=1,..., T, (20)
c=1

where {\c, pi., 2c}S_, are the parameters of the GMM, C is the
number of mixtures, and T; is the number of frames in the utterance.
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GMM I-Vectors

e Gaussian mixture model (GMM) for acoustic modeling
@ Each acoustic frame in speech is represented by a low-dimensional
acoustic vector

Feature Space

Feature vectors from
many utterances

Signal Space
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[-Vectors: FA Model

@ The GMM-supervector representing the i-th utterance is assumed to
be generated by the following factor analysis model:

p; = p + Tw; (21)

where p(® is obtained by stacking the mean vectors of a universal
background model (UBM), T is a CF x D low-rank total variability
matrix modeling the speaker and channel variability, and w; is the
latent factor of dimension D.
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[-Vectors: FA Model

@ Eq. 21 can also be written in a component-wise form:

ll'ic:“(b)"i'TcWia c=1,...,C (22)

c

where p,;. € R is the c-th sub-vector of u; (similarly for ugb)) and
T, is an F x D sub-matrix of T.
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[-Vectors: FA Model

@ Given an utterance with acoustic vectors O;, the i-vector x;
representing the utterance is the posterior mean of w;, i.e.,
X; = <Wz|Oz>

@ To determine x;, we consider the joint posterior distribution:

(Wi, yi..|O0i) x p(Oi|wi, yi... = D)p(yi....) p(Wi)
C

H H cP Ozt‘yz,t,c = 17 Wi)]yi’t’c p(wz)

=1c=1

T C |
w;) H H [N(Oit\ﬂgb) + T.w;, ng))]y”’c )\gi,t,c,
t=1c=1

~

o p(wilO;)
(23)
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[-Vectors: FA Model

o Extracting terms depending on w; from Eq. 23, we obtain

C
1 b T /() —1
logp(wi|O5) o =5 > > (04 — uf!) = Tews) T ()

c=1 tEH e
1
(0t — ) — Tow;) — §W;I-WZ'
T < T /s (b)\—1 (b) (24)
:WzZZTc(Ec) (Oit_p‘c)
c=1teH;.
1 ¢]
- §w] I+> Y THED) T | w;,
c=1 tEH e

where H;. comprises the frame indexes for which o;; aligned to
mixture c.
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[-Vectors: FA Model

e Comparing Eq. 24 with Eq. 17, we obtain the following posterior
expectations:

w0 =TS Y T (30)” (o — )

c=1teH; .

C
—L T (20) Y ou - ul)  (29)
c=1

tEH i
(wiw, |0;) = L + (w3]O;) (w] |O0;) (26)
where
c
L=1+3 3 10T, @7
c=1teH;.
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Hard Decisions for Frame Alignment

@ For each t, the posterior probabilities of y; ., forc=1,...,C, are
computed. Then, oy is aligned to mixture ¢* when

¢’ = arg maxc(0ir)

where
Ye(0it) = Pr(Cy = clogy)
AYN (05|, =P P (28)
C \O (o B ®) ST
Zj:l j (Oita“j » 25 )

are the posterior probabilities of 0;;.
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Soft Decisions for Frame Alignment

@ Each frame is aligned to all of the mixtures with degree of alignment
according to the posterior probabilities y.(0;¢):

Z 1—270 O’Lt

teEHic

(29)
Z (Ozt - “c Z Ozt Ozt - /Jlgb))
teEH, e =1
@ Baum-Welch statistics:
Ti 5 Ti
Nie=> velon) and fie=> (o) (0i — ul).  (30)
t=1 t=1
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[-Vector Extraction

Substituting Eq. 30 into Eq. 25 and Eq. 27, we have the following
expression for i-vectors:

x; = (w;|0;)
¢ 1.
S5 DY Ul (29) fie (31)
c=1
— L;lTT(E(b))—lf-i

where f; = [f'le f',L-TC]T and

C
Li=I+) NTI(E) T, =1+ T'(2®)"'N;T

c=1

where N; is a C'F x C'F block diagonal matrix containing NI,
c=1,...,C, as its block diagonal elements.
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I-Vectors: Model Training

@ Model training involves estimating the total variability matrix T using
the EM algorithm.

@ Using Eq. 18 and Eq. 24, the M-step for estimating T is

Te = |3 Belwil 00| [3, Niclwaw] 03] s
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Applications of |-Vectors

@ l-vectors have been applied to many domains, including speaker
recognition, language recognition, speech recognition, and speaker
diarization.

@ The most popular application of i-vectors is speaker verification

Utterance from
registered speaker . .
ven low-dim representation of

/ the whole utterance

60-dim

acoustic 500-dim Decision
Spectral vectors Factor i-vector Threshold
Analysis Analysis
I EI Accept/
PLDA DISCETM Reject
Scoring Making
60-dim
acoustic
N {C{ vectors Factor
Analysis Analysis 500-dim
i-vector
M’MW PLDA:A supervised factor analysis
Utterance from test model that can suppress the
speaker channel effects in the i-vectors
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Applications of |-Vectors

@ Adapting DNNs for patient-dependent ECG classification

Beat-by-Beat
Classification Decision

Beat-by-Beat

Classification Decision

Lower Part of the }
b -

General Classifier |
i
|
i
| =

General Individual training )

with annotations 1t ' set with annotations ™ 4 atient {

Heartbeat Segmentation Heartbeat Segmentation
+ ' - — and + bt —> and
Heartbeat Alignment Heartbeat Alignment
(a) ®)

Fig. 2: I-vector adapted patient-specific DNN (iAP-DNN). (a) General classier. (b) Patient-specific classifier.

Source: S. Xu, M\W. Mak and C.C. Cheung, "I|-Vector Based Patient Adaptation
of Deep Neural Networks for Automatic Heartbeat Classification”, IEEE Journal of

Biomedical and Health Informatics, May 2019
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Software Tools

@ Factor Analysis

o Python scikit-learn: sklearn.decomposition.FactorAnalysis
e Matlab factoran
o |-Vectors
o SIDEKIT:
https://projets-lium.univ-lemans.fr/sidekit/overview /index.html
e mPLDA: http://bioinfo.eie.polyu.edu.hk/mPLDA
o Kaldi: https://kaldi-asr.org
e MSR Identity Toolbox
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