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l-vector/PLDA

e State-of-the-art method

e |-vector extraction can be described as:

B=m+Tn n~N(0I)

/ / / \ Total variability factor

Speaker supervector (500x1)

(61440x1) GMM supervector Total variability matrix

(61440x500)

— l-vector w = (n|O) is the maximum-a-posteriori (MAP) estimate of 71

— Instead of using the high-dimensional supervector 3 to represent
speaker, we use more compact (low-dimension) i-vector w to represent

speaker.

— T represents the subspace where i-vectors can vary.
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l-vector/PLDA

* Procedure of i-vector/PLDA

MFCC | i-vector W Pre- W PLDA
extractor processing Modeling

* In Gaussian PLDA, the preprocessed i-vector w; ;
from the j-th session of the i-th speaker is assumed
to be generated from a factor analysis model:

Wij =M+ Vhi+ € ;

Pre-processed / ] \ residual

speaker

i-vector P
mean of i-vectors
speaker factor

in training set  sybspace
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* Given a test i-vector w; and target-speaker’s i-vectors wg,
verification score is the log-likelihood ratio between two

hypotheses:
score = log p(Ws, Wt.|same-speaker)
p(ws, w¢|different-speakers)
1 1
= 2 T(I)ws +w \Ifwt + 2wt <I>wt -+ const
WHEIE || e 1hese matrices are

independent of the test

; _1 _1 _, | utterance. So, they can be
’ <I> = X — (Ztot Zacztotzac) pre-computed.

\Ij 23t_0123ac(23t0t z:aczzt_olizla,c)_l‘
 2ee=VV' 3, =VV 43
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* Conventional i-vector/PLDA system has no ability
to represent the reliability of i-vectors.

* This poses a severe problem for short-utterance
speaker verification, because short utterances do
not have enough data for MAP estimation. In such
case, the prior dominates the MAP estimate.

* As aresult, PLDA scores will favor same-speaker
hypothesis for short utterances even if the test
utterance is given by an impostor.
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LDA with Uncertainty Propagation

* Ini-vector extraction, besides the posterior mean of the latent
variable (i-vector) , we also have the posterior covariance matrix,
which reflects the uncertainty of the i-vector estimate.

C
; 4 —w =cov(n,n) Y _ T.Z; 'fe

c=1

—1

C
ccov(n,n) =L "= I+ ZNCTIZC_ITC

c=1

L is the precision matrix of the posterior density
N. is zero-order sufficient statistics with respect to UBM
f. is first-order sufficient statistics with respect to UBM
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‘”‘J?LDA with Uncertainty Propagation
* Procedure of PLDA-UP (Kenny et al. 2013)

T
w,UU" PLDA
processing Modeling

MFCC

i-vector
extractor

e Generative model
Wq;,j — K _|_ Vh’& + Ui,jZfi,,j + Gi,j

* U, ; is the Cholesky decomposition of the posterior
covariance matrix of the j-th utterance by the i-th speaker

 The intra-speaker covariance matrix becomes:
T
COV(W/I:,j’ Wz',j|hi) UZ]U .+ >
where Uz-,jUz-Tj changes from utterance to utterance, thus
reflecting the reliability of the i-vector w; ;.
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PLDA-UP

* The log-likelihood ratio score is:

1 1
T T
score = ﬁwsAS,tWS +w,Bgw; + §Wt Csiwi + Dy
where
Ast - 23_1 (23 - 2:acz:t_lzlac)_l .
B, — 5-1%, (%, - 5515 )] gresses :
,t s ( t s ) . ZSIVVT+USUI+Z
— -1 . —1 -1
. Cs,t Zt (Zt 2aczs 2ac) Eac — VVT
: X s | 1 50| G e
: Dy = —-log + = log
= 2 T2, 3, 2 0 X,
3, =VV +U U/ + 2 Terms independent of test
T R A AR R AR AR QAR RN R A AR EEEEEEEEEEEEESEESEEEEESEESEEEEEEEEEEEd utterances can be pre_
\ computed

Terms that depend on test
utterances must be
evaluated during verification
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PLDA vs PLDA with UP

Conventional PLDA Scoring Equation Other terms needed to be evaluated

during verification

1 1
score = §WT(PWS +w, Pw, + 5 Wi { ®w; + const None

PLDA with UP Scoring Equation Other terms needed to be evaluated

during verification

As,t - 23_1 - (Es - z:(zc231§_123(zc)_1

Bs,t = 2]s_lzlac(z:t - Z]acz:s_lzlac)_l

1 Cs,t - Et_l - (Et - 2acz:s_lzza,c)_l
T T
score = — WA ;we +w_Boiw; + —w, Coywy + D
9 stAds tWs s Ds,tWi 9 t Ys,tWi s,t 1 >, % . . 0
D, = ——log + —log
2 78 = 2 o 3

3 =VV' +U,U/ +

10
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Motivation
e Posterior covariance of latent factors:

C ~1
cov(n,n) =L " = (I -+ Z NCTIZClTC>

c=1

N, is proportional to the number of frames in an
utterance, which suggests that the posterior
covariance matrix L~!quantifies the uncertainty
through utterance duration.

* If two utterances are of approximately the same
duration, their posterior covariance matrices should
be similar.
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Fast Scoring for PLDA-UP

 We proposed grouping i-vectors according to their reliability.

* For each group, i-vectors’ reliability is model by a posterior
covariance matrix obtained from development data.

* The new PLDA model can be written as:
Wz(-,kj) =p+Vh; +Urz;; + € ;
— kis the group identity to which W; ; belongs

— |-vectors within the same group share the same loading
matrix Uy .

— The loading matrices {Ux|k =1,2,...,K} are obtained from
development data.

 Compared with the original PLDA-UP:
Wij =M+ Vhi + U, ;2i; + € ;
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Fast Scoring for PLDA-UP

 We proposed grouping i-vectors according to their reliability.

* For each group, i-vectors’ reliability is model by a posterior
covariance matrix obtained from development data.

* The new PLDA model can be written as:
( ) _H‘l‘Vh ‘|‘lUk:Z7,g +€z]
— kis the group |dent|ty to which Wz,g\belongs

— |-vectors within the same group share the same loading
matrix Uy . '
!

— The loading matrices {Uxlk =1,2,..., K} are obtained from
development data. s

* Compared with the original PLDA-/LJ_I?\\:,//
w;; =p+ Vh; ‘|"::Ijz',3/'\,:zi,j T €ij
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* Three grouping schemes based on:
1) Utterance duration
2) Mean of diagonal elements of posterior covariance matrix
3) Largest eigenvalue of posterior covariance matrix

* Basic procedures:
1. Compute the posterior covariance matrices from development

data
2. Forthe k-th group, select the representative U, U]

Group 1 Group 2 Group K

| | 8 |
| | & | "
Duration, diagonal
y?t meanor largest

T T
Uy, Us Uy UrUgk eigenvalue
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Fast Scoring for PLDA-UP

* During scoring, we find the group identities m and n of the
target-speaker i-vector Ws and the test i-vector wy .

* Then, we retrieve pre-computed matrices {A.n,Bmn, Comns Dimn}
from the repository to compute the score

1 71 T 1 1
score = —WSAm,nWS+WSBm,nWt+§Wt CrnWit+Dn n

* Compared with the original PLDA-UP

1 1
score = §W3AS,tW3 + WIBs,tWt + QWICs,tWt + Dy t

16
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Fast Scoring for PLDA-UP

* During scoring, we find the group identities m and n of the
target-speaker i-vector W and the test i-vector Wy .

* Then, we retrieve pre-computed matrices {A.n,Bmn, Comns Dimn}
from the repository to compute the score

- =~ 4 N\ 4 N\
* ¢ ’ \ ¢ \

1 1+ T \ I T ‘ ' \
score = ~WAm nWs+wWiBp, nlwt+2wt Cr,nWit+Dm n

- X :
i
]

« Compared with the original PLD;?‘-UP | /

i 4 PRV 4

=~
- N -~ Vs N
PN ] , \, % ( , \/

1 4 v ’ 1
score = §WSIAS th + WT‘BS twt + 2Wt le tWt + 'Ds it

\ _/
_/ ~ ’

Yz

17
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UP vs UP with Fast Scoring

PLDA with UP using fast scoring Other Terms needed to be

evaluated during verification

Determine the group

L T 1T
score = 2Ws AmnWs+W;Bm nwit gwt CrnnWitDm,n index of test utterance

PLDA with UP using exact scoring Terms needed to be evaluated

during verification

As,t - 23_1 - (Zs - 2:aczzt_lzlac)_l
Bs,t = Z33_123(10(2315 - Z)aczls_lz)ac)_l

1 1 Cs,t - Et_l - (Et - 2acz_g_lzac)_l
T T
score = — WA W +w,Bgiwi + —w, Cgywy + Dy ¢ 1= = 1 = o
2 2 D, = ——log —log
2 Vs, = 2 0 X,

., =VV' +UU] + X
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Experiments

Evaluation dataset: Common evaluation conditions 2 of NIST
SRE 2012 core set (truncated to range from 1-42 seconds).

Parameterization: 19 MFCCs together with energy plus their
15t and 2"d derivatives = 60-Dim

UBM: gender-dependent, 1024 mixtures
Total Variability Matrix: gender-dependent, 500 total factors
I-Vector Preprocessing:
» Whitening by WCCN then length normalization
» Followed by LDA (500-dim = 200-dim) and WCCN
PLDA and PLDA-UP with 150 speaker factors
Fast Scoring Systems:
» System 1: Using Utterance duration
» System 2: Using the mean of diagonal element of UU'
» System 3: Using the largest eigenvalue of UUT

19
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Comparing Scoring Time and EER

B Scoring Time =@=EER

9 25000
3 Scoring Time EER
- 20000
6 -0 °- D0

15000
5
4

10000
3
% 5000
1
O | | _— _— O

PLDA PLDA-UP Sys.1 Sys.2 Sys.1 Sys.2 Sys.1 Sys.2
\ / \ Y 7 \ Y 7

)
35 Groups 40 Groups 45 Groups

Sys 1: Use utterance duration
Sys 2: Use the mean of diagonal element of UUT

Scoring Time (sec.)

20
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Comparing Memory Consumption

B Memory Consumption e@==EER

Memory EER

Consumption

PLDA  PLDA-UP  Sys.1 Sys.2 Sys.1 Sys.2 Sys.1 Sys.2
E , \ y | \ ]
¥ Y Y
K=35 K=40 K=45

Sys 1: Use Utterance duration
Sys 2: Use the mean of diagonal elements of UUT

1.2

0.8

0.6

0.4

0.2

Memory Consumption (GB.)

21
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Graph4(K=35) _ Gra_ph5(K=40)

_ Graph6(K=45)
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False Alarm probability (in %) False Alarm probability (in %) False Alarm probability (in %)

\V)

Miss probability (in %)
(6)}

Miss probability (in %)
(&)

Miss probability (in %)
o

Sys 1: Fast scoring based on utterance duration

Sys 2: Fast scoring based on the mean of diagonal element of UUT
Sys 3: Fast scoring based on the largest eigenvalue of UUT

Con: Conventional PLDA

UP: PLDA with UP (without fast scoring)

Other than the problematic Sys 1 (using duration), DET curves show
that fast scoring Systems can perform as good as PLDA-UP.

ZZ
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Conclusions

 We proposed a fast scoring method for PLDA with
uncertainty propagation.

e Session-dependent loading matrices in UP were
substituted by length-dependent matrices. Thus, pre-
computations are possible.

* Experiments confirm that the proposed method can

perform as well as standard UP with only 2.3% of
scoring time (Sys .1 K=45).

23
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Duration of target

speaker’s utterance

Fast Scoring for PLDA-UP

-~

Duration of test
utterance

o

Duration (sec.)

Interval 1

Interval 2

Interval K

Corresponding

Matrix

U,U,”

U,U,T

Ui Uy !

/

/Terms stored \

in repository

24
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Results and Discussion

* Performance of conventional PLDA, PLDA-UP and fast scoring
systems.

Male(CC2)

EER(%) minDCF
Sysl Sys2  Sys3 Sysl Sys2 Sys3
20 621 7.02 6.17 0.640 0685 0.654
FastScoring 55 607 635 600 0635 0658 0.646
Systems
30 596 6.07 593 0632 0632 0648
35 645 597 591 0.633 0631 0.643
40 591 593 585 0641 0641 0.649
45 595 589 596 0633 0642 0.636
PLDA i 7.77 0.654
PLDA-UP i 5.75 0.644

25
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Time and Memory Consumption

PLDA
PLDA-UP

Sys. 1

Sys. 2

35
40
45
35
40
45

EER(%)
7.77
5.75
6.45
5.91
5.95
5.97
5.93
5.89

Male(CC2)
minDCF  Time(sec)
0.654 412
0.644 20729
0.686 510
0.658 492
0.632 497
0.631 6500
0.641 6511
0.642 6502

Mem.(GB)
0.01
1.09
0.55
0.72
0.90
0.55
0.72
0.90

26



