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     A story in the November 25, 2008, edition of The New York Times is headlined "A Soldier, Taking Orders From Its Ethical Judgment Center."
 The story reports on the research of Dr. Ronald C. Arkin, a computer scientist at Georgia Institute of Technology. His research relates to the programming of robots which would function as soldiers with ethical decision making capability.

      The hypothesis of Dr. Arkin's research is that intelligent robots can operate more ethically on the battlefield than humans can. The basis of his assumption is that robots would be able to function unencumbered by emotional considerations such as fear, anger, or prejudice which might lead them to perform unethical actions. In speaking of "robots," he is talking about machines which operate autonomously, not about drones which humans operate by remote control.

     Dr. Noel Sharkey, a computer scientist at the University of Sheffield in the United Kingdom, said he would ban lethal autonomous robots until they demonstrate that they will behave ethically, a standard he believes they are unlikely to achieve. 
     Dr. Arkin has experimented with robots using computer simulations. For instance, robot combat pilots have been given information a human pilot would be given, including maps showing the location of sacred sites such as houses of worship or cemeteries, as well as structures such as apartment houses, schools, hospitals, or other centers of civilian life.

     The robot pilots are instructed on the whereabouts of enemy materiel and troops, and especially on high-priority targets. They are given rules of engagement, that is, directives that limit the circumstances in which they can initiate and carry out combat. The goal, Dr. Arkin said, is to integrate the rules of war with a utilitarian approach. In other words, given military necessity, how important is it to take out a given target?

     In Dr. Arkin’s simulation, the robot pilot would be equipped with what he calls a “governor.” Just as the governor on a steam engine shuts down the engine when it runs too hot, the ethical governor would veto actions which it identified as unethical. But an ethical governor cannot be programmed in the same way that a steam engine governor can. Even if it could, one would be faced with a choice of which of the different ethical systems -- Idealism, Realism, Pragmatism, and Existentialism – should govern the robot’s programming.

     Some who have studied this issue worry that military robots designed without emotions will lack empathy. Rules such as the Geneva Conventions are based on humane principles, so building them into a machine’s mental architecture would endow it with a kind of empathy. However, Dr. Arkin believes that it would be difficult to design “perceptual algorithms” that could recognize when people were wounded or holding a white flag.
     There is a basic question to be answered in this case, assuming one is going to allow any programming of robotic soldiers with ethical decision-making ability to begin with. That question is: with whose ethics should robots be programmed?

Questions:

1. Do you agree with Dr. Sharkey’s belief that it is unlikely to be demonstrated that autonomous robots will always act ethically? Why?
2. If you hypothesize that a robot could be programmed to act ethically, with which ethical system do you think it should be programmed? Why?
1 Cornelia Dean, “A Soldier, Taking Orders From Its Ethical Judgment Center,” New York Times, November 24, 2008, � HYPERLINK "http://www.nytimes.com/2008/11/25/science/25robots.html?r=18emc=eta1" ��http://www.nytimes.com/2008/11/25/science/25robots.html?r=18emc=eta1� (accessed December 30, 2008).





�See the discussion of programming robots for ethical behavior in Robert N. Barger, Computer Ethics: A Case-Based Approach (Cambridge, UK: Cambridge University Press, 2008), pp. 150-52.
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