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CORE MATERIAL



Dynamical Systems

Problems
. ! |

2.1 Balancing a pendulum by moving a cart.

a. Using a Lagrangian, derive Eq. (2.11).
b. For the case of a uniform stick of mass m and length ¢, show that

x+%(écose—ézsin0):u, é+Sin0+%xC050=d,

where u() acts directly on the stick and d(¢) is a torque on the pendulum.
c. Write these equations as an equivalent first-order equation of the form x =

flx,u).

Solution.

a. The Lagrangian L=T -V is

L=3M& + im[(x+ x0)* + 371 = (1 — mgl cos 0)

= LM + m)i® + Iml*&* + mCcos 050 + mglcos 6 — 1,

with x, = £sin6 and y, = £cos 6. If we neglect friction, the Lagrangian gives
nonlinear equations of motion for x and 6. We begin with the x equation:

0L = (M + m)x +mlcos8d, 6,L=0.
The x equation is then d,d;L — d,L = u, where u(?) is the external force:
(M +m)i—msin06* + mlcosO8 = u.
The 6 equation is d,0,L—dyL = d, where d(¢) is an external torque disturbance:
AL =ml*0+mlcosOx,  ApL = —mlsinf 6 — mglsind,
which leads to
m*9 — mLSTTOR0 + ml cos O i + mEsimOx0 + mglsind = d .

Note that we put in the external force “by hand.” More formally, they can be
included in the Lagrangian: L — L — u(t)x — d(z)0. The forcing terms are then
generated automatically by the Euler-Lagrange equations.
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Collecting the two equations, we have
(M +m)%+mt(@cosd— & sin) = u,
mt (¥cos@+ €8+ gsinf) =d.
Next, we scale the equations to make them dimensionless. We will use the

same variables to represent the scaled quantities. We define w? = g/¢ and let
t— wt,x - x/,u— u/[(M+m)g],and d — d/(mgf). We find

x+( )(GCOSG—H sm9)=u, 6 +sinf + Xcosb=d,
M+m

. Now we consider the closely related case where we impose a uniform force on
a stick of mass m and length £. The easiest is to calculate the linear kinetic
energy relative to the center of mass, as %5, and similarly for the potential
energy. The kinetic energy about the center of mass is then %192, where [ =
émfz for a stick about its center of mass. The Lagrangian becomes

L=1m [(x+ 1hcos 6)2 + (%{’ésine)z

+ Lm0 - (1 — 1mgt cos 9)

Nl= =

mi* + ml*0% + Iml cos 0 10 + tmglcos 6 — 1

Note that there is no “cart” in this problem: the hand exerts a force directly
on the stick. Then

O:L = mi + tmlcos 66, 4,L=0,
and the x-equation is
mi + %mﬁ(écose - & sinH) =u.

The #-equation is obtained by first calculating

9L = tml*0 + imecos b x, dgL = =5 sinO 10 — Tmglsin6,
and, thus,
im0 — ImlLsiro X0 + Iml cos 03 + L sinf30 + Imglsing =d.

Together, the two dimensional equations are
mi + imt (é cos § — 6% sin 0) =u, Aml*0 + mglsin + Iml cos i = d.

In scaling the equations, one difference is that we define w? = %g/& so that w
is the frequency of small oscillations of the stick. Then it is straightforward
to verify that

x+%(90059—6’25in9)=u, f+sinf+3icosf=d,

where we scale u by %mg and d by mg(%f). The last quantity is again the

torque to hold the stick horizontally. The factors of % can be interpreted as

defining an effective mass %m
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2.2

c. To write these equations as a system of four coupled, nonlinear equations in

the form x = f(x,u), we must first decouple the % and 6 terms in the second-
order equations. We write

1 %cos@ ¥\ %stin0+u
%cos@ 1 6] \ —sin@+d |-

Inverting the matrix gives

X 1 1 —%COS@ %92sin0+u
6]~ 1_%00529 —%cos@ 1 —sinf+d

1 (%ézsin0+u+%sin@cos&—%dcos@]

B 1—%00529 —sin@+d—%sin90059—%ucos€
By defining
X X1
x:zzz and u:(Z)E(Z;),
6) \x4

we can write first-order equations of motion:

X1 X2
1 (1,2 1 _1
d x| 1_% ot s (2x4 sinxz + uy + 5 SIN X3 COS X3 — Uy COS )C3)
dr | x3 X4
1 (g — 3 _3
X4 1_% o1 ( S x3 + up 7 SIn X3 COS X3 — 511 COS )C3)
Comments:

e The nonlinear state-space form x = f(x,u) in the last part is neither intuitive
nor convenient for derivations done by hand. For humans, the coupled second-
order equations are easier. The state-space form, however, eases automated
symbolic computations and numerical solution.

e We choose a coordinate system where 6 increases counterclockwise from 0, the
down equilibrium orientation of the pendulum. Often, people choose coordi-
nates where § = 0 corresponds to the unstable top position of the pendulum
and increases for clockwise rotation. The transformation between them is

6 = 1 — ¢, which implies cos @ = — cos ¢, sinf = +sin¢, § = —¢, and § = —¢.
First-order systems, frequency domain. Derive analytically the curves in the
graphs of the first-order dynamical system G(s) = ﬁ (Bode plots, pole-zero, and

Nyquist plots) shown in Figure 2.4. For the Nyquist plot, derive the geometric
shape of the curve, not just the parametric form.
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Solution.
a. Bode plots. The frequency-domain transfer function is G(iw) = = = 4.
The magnitude and phase relations are then
1 1
G| = . — =
VI +io)(l -iw) VI +w?
e el A -1
<p—tan T =—tan w.
b. Pole-zero plots. From G(s) = ﬁ, we see that there is a pole at s = —1.
c. Nyquist plots. We plot Im G(iw) vs. Re G(iw):
B l-iw _ .
= 1+ wz =X+ y,
where x = —— and y = 7% Thus,
1
2.2
=+ = =
vy 1+ w? *

and

2 1 1 2 _
X _x+Z_Z+y =

(=)

12 2 1

which is a circle with center (1,0) and radius 1. Because Nyquist plots are
conventionally the locus of positive frequencies, we see, from the explicit form
of G(iw), that the negative half-circle branch is covered.

Second-order systems.

a.

Consider a generic second-order system G(s) = (1 + 2/ s + s>)~'. As in Prob-
lem 2.2, derive analytic expressions for the Bode, pole-zero, and Nyquist plots
(Figure 2.5), for { < 1, ¢ = 1, and ¢ > 1, (underdamped, critically damped,
and overdamped), respectively, for some parts of this problem. Find analytic
approximations for { <« 1 and ¢ > 1. Give the Nyquist plots in parametric
form.

. A common control goal is to have critically damped closed-loop dynamics

(¢ = 1). Show that the damping time of the decay of an oscillator is shortest
for critical damping. Confirm the time-decay plots at right? (£ = 0.2, 1, 5)
and the plot below.

Solution.

a.

Graphical aids
1. Bode plots. We write
1 1 -w?-2ilw

G@G = = ,
) = T 210 ~ (=P + 400

b e e B e p—

Decay time

Critical

Under i Over

0 | 2
Damping ratio £
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so that
1 22w

IG(iw)| = ,
V(1 = w)? + 4202

ii. Pole-zero plot. The poles are the roots of
2+ 20s+1=0,

which have three cases:

o [ <1:5=-¢+14/1 =% (Complex-conjugate pair). For / < 1, we have
s~ —={*1i

e [ =1: 5= -1 (two-fold degeneracy).

o /> 1:5=-% + -1 (two real roots). For £ > 1, we have s, ~ —2%[
and s_ ~ —2/. Notice how the second root “comes in from infinity” as
{ increases.

iii. Nyquist plot. This is complicated to express geometrically. In parametric

from (for 0 < w < =), we have

B 1 - w? B 2w
T (-4l YT (- R+ Al

X

b. The transfer function of the closed-loop system might typically be given by

T(s) = —2

whose decay time is given by
1
Re (g“ - \/4“2_—1) '

For £ < 1, thisis just 1/£. For £ > 1, the expression is real. Plotting this gives
the graph in the main text.

2.4 Transfer function for thermal conduction. We showed that a semi-infinite, one-
dimensional thermal conductor gives rise to a transfer function between heater
and thermometer of G(s) = e V5 /+/s. See Eq. (2.44). The probe is at x = ¢
(scaled to 1).

a. Derive explicit expressions for the magnitude and phase of the frequency
response. Use the results to reproduce the Bode and Nyquist plots.

b. How are Bode and Nyquist plots altered for a different sensor point (x = 2)?

c. We can approximate non-rational transfer functions by rational polynomials
(Padé approximants; Cf. Section 3.6.4). The second-order Padé approxima-
tion to G(s) about s = 1 is Go,(s) = (e”! %. Compare its Bode plot
with that of G(s). Use a computer-algebra program to compute and compare
G33(9).

d. Show that if we use two temperature probes, at distances x; and x;, the
transfer function between the two probes is G(s) = e~ Vst where € = x; — xj.
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Solution.
a. Frequency response. For G(s) = e~ V5 / /s, the frequency response is

- Viw

G(iw) =

1w

We recall that Vi=e ™/ = %(l +1i). Substituting and collecting terms gives

d+) Vo
- —Vw/2
G(iw) = ie—iﬂ/‘* - ﬂ e i(m/A+Vor2)
N N
Thus,
~ a2
. €
IG(iw)| = = ~(m/4+ Jw/2).

b. Change the sensor point. Repeating the derivation for a sensor at position
x = ¢, we have

e‘[\/E
G(s) = .
() NG
The Bode plots are shown below.
100 T1Im G

£ 1
~
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Bode Nyquist

The ¢ = 1 curves are shown as a heavy trace and correspond to £ = 1. The
¢ = 2 curves basically have a bit more delay, are closer to instability, and so
forth.

c. The approximation Gs3(s) is

551s% — 105215 + 1150295 + 32701
650853 + 8446852 + 449405 + 1844

Gss(s) = (')
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The Bode plots are given below:

10 (U
PR
z 3
Eo 01 ——exact 5480_ — exact
> ===+ 3rd order ":-......... 4 === 3rd order
------- 2nd order N weenee 2nd order .
0.01 T T T 1 -360 T T T 1
0.0l 0.1 | 10 100 0.0l 0.l | 10 100
Frequency ® Frequency ®

We see that the approximations are better for the magnitude than the phase.
One of the issues with the phase is that the exact transfer function has
unbounded phase lag, while the nth-order Padé approximation asymptotes
to a phase lag of 180(n — 1).

For the magnitude, the second-order approximation is reasonable in the range
w € (0.1, 3) and the third-order approximation is reasonable in the range w €
(0.03, 10).

In practice, a range of 100 in frequency is reasonable, so that the (2,2) or (3,3)
Pad¢ approximation is useful.

. The problem is the same as that solved in the text, except that

_ T(x2,8) Be Vi® PN

G(s) = _ -
)= TG - Bovon

where £ = x, — x;. Note that one might want to reconsider the scaling of
distance. If x; ~ 0 (probe near heater), we can use the same scaling as before.
The two-temperature configuration is nice because we can measure the trans-
fer function without knowing many details about the heater. For example,
although temperature probes can be pretty small, heaters tend to be big, and
their size might need to be modeled to understand the heat flow near the
heater.

2.5 Angstrom’s method for measuring the thermal diffusion coefficient. Angstrom
(1861) derived a “remarkably simple” result for the thermal diffusion constant
that led to far more accurate measurements of D. Distributed heat losses to the
environment modify the diffusion equation to be 9,7 (x, t) = D3, T — uT. Unfor-
tunately, u is difficult to measure and reflects all the details of the geometry of
the experiment. Angstrom found an expression for D that was independent of p.

a.

Show that the transfer function between two points on the rod that are sep-
arated by a distance A¢ is given by G(s) = exp[—\/;m (Af/D”z)]. The
temperature is the “input” at a point ¢; and the “output” at point £, = £ + Af.
Derive Angstrom’s result: [n|GGw)|]0(w) = (Afg“’, which is indeed indepen-
dent of . Hints: G = |Gle? = InG = In|G| + i6. Then look at

(InG)2.
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Thus, you simply oscillate one end of your material at w and measure the log of
the ratio of temperature-oscillation amplitudes at two different points and their
phase difference. Angstrom varied the temperature by alternating cold water and
steam using a valve. He used the method to measure the thermal diffusivity of
copper (expressed as a conductivity). His result of 382 W/m/K is 5% below the
modern value of 401 W/m/K (Haynes, 2014). The best previous measurement,
80 W/m/K, was far too low because it did not account correctly for heat losses.
Angstrom’s method became the standard one for measuring thermal diffusivity
and was the first use of thermal “diffusion waves” to probe material properties
(Mandelis, 2000).

Solution.
a. Transfer function between two points. From
0;T(x,t) = DO, T — uT ,
we Laplace transform the time variable to find

sT(x,s) = DOy, T(x,s)— uT(x,s)
(s +w)T(x,s) = DO, T(x,s)

T(x,s) = AeV 5 + Be VT
Then

output _ T(l,s) Be~ Vol _ VN
input — T(61,8)  po-VEL '
b. Eliminating u. As suggested, the easy way to do this is to write

2
(InG)* = —(ADf) (1 +iw).

G(s) =

But
(InG)? = (In|G| + 16)* = (real terms...) + 2i(In|G))@.

Equating the imaginary parts then gives

A 2
2lnigle = B0
D

The naive way of proceeding, by calculating explicit expressions for In |G| and
8, is much harder.

2.6 From lumped-element circuits to infinite objects. A physical object, such as the
one-dimensional conductor considered in Problem 2.4, can show three qualita-
tively different types of behavior depending on w, the signal frequency (Frick
et al., 2018).

a. Derive the transfer function for thermal conduction of a one-dimensional
material of finite length L, with insulating boundary conditions at x = L and
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a probe at x = [y. Following Problem 2.4 and scaling L to one, show that
G(S 5) — cosh /s(1-¢)
o Vssinh Vs . . .

b. Simplify the transfer function at low frequencies (s — 0) and high frequen-
cies (s — o). Be precise about what sets the scale that defines low and
high frequencies. For each limit, express your result in dimensional as well
as dimensionless units, and interpret. (Hint: for dimensional units, use
D = 4/(pCy).)

c. Reproduce the Bode plot at left of the exact solution and its two limits, which
is plotted for ¢ = Iy/L = 0.5. Explore other values of ¢.

Solution.

a a. From Eq. (2.38), the equation of motion is

8,T =Do,,T,

360 ————T
001 I 100

BT IGHET) (1 with boundary conditions
A0 T(x=L1) =0,
=10,T\x=0,) = P()/a
T(x,0)="To,

As before, we scale x — x/L,t — t/(L*/D), ly = ¢, T — (T — Ty)/Ty, and
define u = PL/(AaTy), with a the heater area, which gives

o0,T =0,.T, y=T,1),
0T x=1,5 =0, =0xT |(x=0,) = u(?)
T(x,0)=0),

We Laplace transform in time:
sT=0,T = T(s,x)=AeV*+Be V"',
Imposing the boundary condition at x = 1 gives
0Tl Vs(AeV'-Be V) =0 = B=4V.
Imposing the boundary condition at x = 0 gives
~0,Tluc0n VSA =By =u(s) = AVs(e?V" 1) =u(s).
The transfer function from x = 0 to the point x = ¢ is then

_ W) _ T(ls) _eViiae? VeV
Tuls) T ou(s) \/g(em_l)

G(s)

_cosh v/s(1-0)
"~ ssinh s

Note that, in our scaling, £ < 1.
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b. Low- and high-frequency limits.
i. In the low-frequency limit, cosh v/s(1 — £) — 1 and sinh /s — +/s, so that

|
G(s) = —,
s
which is a pure integrator. Putting back in dimensional units and recalling
that D = A/(pCp) gives

D LTy 1 1 1 11

G(s) — — = Z= -,
() [? 2aTy s LapC, s CpMs

where M = p(aL) is the mass of the object and C,; = CpM its total heat
capacity. Going back to the time domain, this is equivalent to

dr
CtOtE = Pa

which is one of the elementary equations describing thermal circuits where
the heat capacity of the object plays the role of a capacitor.

ii. In the high-frequency limit, coshx — 1 e and sinh x — 1 e*, so that
eViU-0 Vit
et NF

The difference from our previous result comes because we chose our scaling
there to make ¢ = 1.

G(s) —

To be in the high-frequency regime requires
e VU0 o VSU-0 e 2V0-0 | = 245(1-0) > 1.
In dimensional units, this implies

12 2
do—I|1-=] >1 == w >
D L

1 D
m(l_{)z_)m'

The latter limit requires £ < L, but it is interesting to see that the probe can
be anywhere, as long as the first (more restrictive) frequency limit applies. An
interesting numerical limit occurs for £ = L/2 (probe in the middle of the rod),
where we require w > 5.

In the low-frequency regime, simply change > to <.

c. The numerics consist in simply plotting the magnitude and phase response.
Note that many pre-packaged “Bode Plot” routines will not work with non-
rational arguments such as +/s. But it is easy to plot the magnitude and
phase of an arbitrary complex function. The graph in the text is for £/L = 0.5.
For lower values of ¢, there is a pronounced peak in the phase response, as
illustrated below for ¢/L = 0.2. Higher values of ¢ are similar to £/L = 0.5.
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-180+

phase lag (deg)

-360 T T T T T 1
0.01 | 100
angular frequency ()

Qualitatively, we can interpret the three regimes as a comparison between the
time it takes heat to diffuse across the object, %, to the period of heater oscilla-
tions, ~ w™!. In the lumped-element regime, heat diffuses across the element so
quickly that the temperature of the object rigidly follows the heater. In the infi-
nite limit, temperature fluctuations produced at the boundary damp out before
they reach the other side, so that the two boundaries do not influence each other.
The mathematics is simple in the two extreme limits and messier in the interme-
diate, finite case. While this problem deals with thermal conduction, analogous
results hold in all parts of physics. For example, the familiar resistors, capaci-
tors, and inductors of elementary circuit theory behave as lumped elements with
respect to Maxwell’s equations. In this case, one compares the period ~ w™! to
the time it takes light to cross the object, %

As an aside, engineering texts' often define a dimensionless Biot number, Bi
= hL/A. The coefficient i is known as the heat transfer coefficient and has units of
W/(m?K). In general, it can include contributions from thermal convection and
radiation. In a simple situation, we can model it crudely as coming a conduction-
like term h = J/AT = P/(aAT), which is the heat flux divided by the temperature
at the heater relative to the temperature of the surrounding environment. In this
language, Bi < 1 implies that the lumped-element approximation is valid. In the

! See, for example, T. L. Bergman and A. S. Lavine, Fundamentals of Heat and Mass Transfer, Wiley, 7th
ed., 2011, Sections 5.1 and 5.2.
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2.7

2.8

language developed in this problem, the lumped-element approximation is valid
for |G(s)| = 1. In our scaling, this means that

AT AaT, ATad 2

— = — =Bi'>1,
To PL PL hL
1
y u”

which is equivalent to the engineering criterion. For more discussion, see also
Frick et al. (2018).
Example 2.6. Give the steps in the calculations.

Solution.
We first find the eigenvalues of A = (% l). The condition det (Al — A) = 0

gives

1A -1

det(/UI—A)=|l h

‘:4%1:0, = A=+i.
The eigenvalue for A = +i is given by

b 3IE6 = G-l

where the 1/ V2 normalizes the eigenvector to be a unit vector. A similar calcu-
lation for A = —i gives \/LE( 1) for the other eigenvector. Putting them together
gives

R:ic 1.) — R‘:R"':L(1 _.1).

V2\i - W2\l i
Thus,
A:RDRT:L(l 1)(1 O)L(l _1)
o\i —=1\0 —if {2\l i
and

1 (1 1\fer O} 1 (1 -i cost sint
At _ Di\ pt _ _
=R R' = — S —= = .
¢ (e ) \/5(1 —i)(O e‘”) \/5(1 i) (—sint cost)

Once we understand how to do such calculations, it is usually easier to do them
numerically or symbolically by computer.
Example 2.7. Check the matrix calculations.

Solution.
We first investigate

-1

G =(1 0) ((1) (1))‘(-01 —24) ((1))

————
C —_—— —oo — ——
I A B
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The middle matrix is

s -1 71_ 1 s+2¢0 1
1 s+27)  s2+20s+1\ -1 s

and, thus,
6= wamrrt 'L )
Similarly, if we observe both position and velocity,
6= wagrilo o) 5 )

o s+2¢ 1\(0
T2+ 20s+1\ -1 s/

1 1
s2+20s+1 \s)”

2.9 (Critically damped harmonic oscillator. Confirm Eq. (2.68)b that the response of

a critically damped harmonic oscillator to a unit-velocity “kick™ at time t = 0
is y(t) = t e”'. Hint: Write the dynamical matrix A = (_§ ) as (-D[(} ) +
(7§ 7})] and exponentiate directly. See Problem 13.4a for a more sophisticated
approach.

Solution.
Decompose A = (—1) (I + J), where I is the 2 x 2 identity matrix and

(-1 -1 » (0 0
=) = el )
Thus,

At _ (-D(+]) _ o (—)" 0 — (—1)"
et =e —Z;;r@+J)—Z;77@+mD

=e'(I-t])

et 1+t ¢t
B -t 1-1)"

The position response to a unit kick is then given by

L1+t 0 _
oy =(1 0)e (_t 1—;)(1)=te .
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2.10 Converting transfer functions to canonical state-space form. Show:

a. State-space equations in control-canonical form, Eq. (2.59) correspond to the
strictly proper transfer function, Eq. (2.57).

b. A “merely proper” transfer function can still be written in control-canonical
form.

G(s):bos"+b1s"—1+---+bn . ( A B )

s"+apsl + -+ a,

Solution.
a. The claim is that

bosk+b1Sk_l+"~+bk @

G(s) = = .
(8) sS"+aysnl e+ oay, a(s)
is equivalent to
0 1 0 0 0 X1 0
0 0 1 0 0 X 0
xX=|: : : : N u
0 0 0 0 1 | x-1 0
—a, —Qn1 =Gy -+ —ay —ap)\ x, 1
——
A B
)’=(bk biy o by by 0 - O)x.
c
We have x| = x3, ¥ = X3, x(13) = x4, and x(ln_l) = x, and
d'x dx; d" 1y, + )
am -t T A2y g T M-

Then, taking the Laplace transform gives,

(s” +ar s+ ays"?

+--ota,_1s+ a,,) x1(s) = u(s).
Conversely, taking the Laplace transform of

y(#) = brx((t) + by_1x2 + - boxpr1  (k <n)
= bkx + bk_lx + .- box(k)

leads to
(s) = (be + bk — Ls + - + bos*) x(s).

Solving for x(s) and substituting gives the original expression for G(s).
b. We show that the “merely proper” transfer function
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can still be written in control-canonical ABCD state-space form,

0 1 0 e 0 0 0

0 0 1 e 0 0 0

0 0 0 e 0 1 0
—ay, —Qy-1 —ay 2 e —ap —a 1

by —awby by_i —an_1by by, —a,2by --- by—ashy by —aiby i by

To see this, write the transfer function as the sum of a constant term (repre-
senting the feedthrough) and a strictly proper transfer function, so that the
rules given in Section 2.4.1 apply. Thus,

_bs"+bys" -+ by,
oSt tas 4 +a,
bis"'+---+b,
s"+apsl+ 4 a,

G(s)

n n n—1
s sS"+a 5"+ +a
+ by . +1- - -
sS"t+asT - tay s"ta s+ tay
bis" '+ +b, as" '+ +a,
= + 0 —
s"+apsl+ -+ a, s"+apsl+ - +a,

(by = aibo)s"™" + - + (b — ayby)
= = +b
st+as+---tay

0 -

We can then convert the biproper transfer function to a state-space representa-
tion using the results from (a). The feedthrough “matrix” D is just the scalar
by. (For a MIMO system, it could be a matrix.)

Notice that setting by = 0 gives back the result in (a), which is also Eq. (2.59).

2.11 Feedthrough as unmodeled dynamics. Consider highly overdamped motion, with
a small term multiplying the highest derivative (singular perturbation): ei+x+x =
u and y = X, where u(¢) is the input, the output y(z) is the velocity, and the mass
ex 1.

a. Transform to a two-dimensional state-space form with x = (x; x)'. Find
the two poles, to lowest order in &. One mode should be slow, the other
fast.

b. Solve for x,(¢) in the quasistatic limit, x, ~ 0, and show that the reduced, one-
dimensional state-space equations have an output with feedthrough D = 1.

Solution.
a. In standard state-space form, the equations are
xl = X2

h=—-Xx1—Xx2+u, y=Xx.
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From the characteristic equation, s> + s + 1 = 0, the two modes have poles
at s ~ —1 and s = 7!, to lowest order in &. The former is the slow mode, the
latter the fast mode, since its decay rate 6! > 1.

b. In the quasistatic limit ex, = 0, which implies

Xo & —X| +U.

Substituting gives a reduced equation in the one-dimensional space of x,(z).
Explicitly, we have

Xy~ —x1+u, YR =X tU.

The state-space “matrices” are all constants: {A,B,C,D} = {-1,+1,—-1,+1}.
We see that a feedthrough term, D = 1, has arisen as a result of transforming
the output. To understand this more physically, we note that the output is the
fast mode. In the quasistatic limit, we take it to be infinitely rapid. Then it
makes sense that the input u(z) appears directly in the output y(¢), as the signal
propagates infinitely rapidly through the “dynamical” system. Note that had
we added, as would be likely, a second output for x;, it would not have been
affected. It is only the fast modes that contribute to the feedthrough.

We thus see how a finite feedthrough matrix D can represent fast modes that
have been adiabatically eliminated via the quasistatic approximation. Notice
that if we observed only the position and not the velocity, we would have a
state-space model that is fully proper.

2.12 Invariance of the transfer function.

a. Show that the transfer function is invariant under coordinate transformation:
G(s)=C(I-A)"'B=C(sI-A")"'B".

b. Consider the second-order system A = (_{ ), B = (9), C = (1 0), and

transformation T = ‘/LE(} ~1). Physically, T corresponds to a 45° rotation in

the x;-x; plane. Find new matrices {A’, B’, and C’} and show that the corre-

sponding transfer function calculated is the same as that calculated using {A,
B, and C}.

Solution.
a. Proving invariance:
G=C(sI-A)'B
= C'T(sT'T-T"'A'T) T8
—C'T(T7 (s1-ANT) T8
=C'TT ' (sI-A)' TT"'B’
=C'(sI-A)"'B
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2.13

b. 2nd-order example: This is a good problem to use a computer algebra
program such as Mathematica. Using that program, I get

Alz(z_—{l {—21)’ Blz%(_ll)’ c'= 5.

Both sets of matrices give G(s) = C(sI— A) ' B=C’(s[- A")"' B’ = m

First-order systems, step and impulse response. Derive the step and impulse
response from Section 2.4.4 for the first-order system G(s) = (1 + s)"!. Do it
directly in the time domain and also by Laplace transforms. For responses, the
system is in equilibrium at x = O for # < 0. For the step response, see Eq. (2.66)

or Footnote 22.

Solution.

a. Step response, time domain. We solve y + y = 0(¢), with initial condition
y(0) = 0, to find

yt)=1-¢", t>0.

b. Impulse response, time domain. We have to be careful in how we specify the
initial conditions. The equation of motion is

y+y=06(@), y(0)=0.

We integrate this equation from ¢ = —e to t = +e. The integral over y() gives
zero, but the integral over the derivative gives

limf dt()’)+y)=limf drd(n) =1
e—0 —e e—0 —€
lim [y(€) ~ y-e)] = 1,

In other words, there is a discontinuity in y(¢) at t = 0, and, for ¢ > 0, we solve
v+ y =0, with y(0*) = 1 as our initial condition. The solution is then

y() =¢e™ 0(r).

Note that, in this calculation, we wrote

€
lim | dry=0.
e—0 e
The general justification is that, in general, f_ i dry =~ y(0)(2¢) — 0 when € —
0. You might worry whether the finite discontinuity in y(¢) at 0 changes this
result. It does not: you can divide the integral into (—¢, 0) and (0, €) portions
and argue that on each of these sub-intervals, the integral vanished (when
€ — 0), so that the argument holds for finite jump discontinuities.
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c. Impulse response, via Laplace: We have

d.

1 1
G(s)=C(s-A)'B=(1)— (1) = ,
() =C(s—A) ()1+s() s
which corresponds to G(¢) = e™.
Step response, via Laplace: We have
(s) = G(s) 1 1 1 1
Y= ss_s(s+1)_s s+1°

which corresponds to y(r) = 1 —e™".

2.14 Lyapunov function for linear dynamics, 1. Let x = Ax, with all the eigenvalues
of A having a negative real part, and let Q be an arbitrary n X n positive definite
matrix.

a.

b.

Show V(x) = x" Px is a Lyapunov function, where P = fow dreA” Q e’ and P
satisfies the Lyapunov equation, ATP + PA = —Q.

If we can choose @, then Lyapunov functions are not unique. For one-
dimensional dynamics x = —x and arbitrary Q > 0, construct P, show that it
obeys the Lyapunov equation, and find V. Why does an arbitrary, positive Q
work?

Solution.

a.

As suggested, we first show that if P = fooo dreA’ Q e’ for stable dynamics,
then it satisfies the Lyapunov Equation, ATP + PA = —Q:

AP+ PA = f dr (AT ed' Q et et Q M A)
0

= j:o dt%(eAT’ 0 eA’)

00

T
eAlQeAl
:—Q,

where the term at t = co goes to zero since “stable dynamics” implies that all
the eigenvalues of A have negative real part.
Then we show that V is indeed a Lyapunov function:

0

v d
iy (xTPx) =x"A"Px +x"PAx = x"(ATP + PA)x = -x'Qx < 0.
The last step follows because Q is positive definite. Since the derivative equals
zero only when x = 0, the solution x = 0 is globally stable.

b. For the one-dimensional problem, we have

sz dte Qe = Qf dre™ = Q
0 0 2
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Then V = Px? = 1 0x* and

dv. d (1 _, ) )
T dt(zQx)—Qxx— Ox”.
Clearly, this works for any Q > 0.
2.15 Lyapunov function for linear dynamics, 2. Consider two-dimensional linear
dynamics, with ¥ = Ax and Lyapunov equation A"P + PA = —Q, with
A= (aha?), 0 =(% ;2), P = (5 ). Solve the linear matrix equation with
a trick:
a. Define the vector p' = (pa p» pc). Then write down and solve the
corresponding 3 x 3 matrix version of the Lyapunov equation for p.
b. Write V(x) explicitly in terms of the elements of A and Q for a;; =

ajy = 0.

Solution.

a. By direct inspection (or via a computer-algebra program), we can find an
equation of the form Mp = v, with

2a1, 2ay 0 Da —q1
app ap+tan axn | |(pp| =] 0

0 2ai, 2axn) \pc —q2
M P q

The results in Problem 2.14 then guarantee that we can invert to find p =
My, aslong as g1, ¢ > 0 and the eigenvalues of A have negative real part.
The solution is

Pa | apaxy q1 —an (Tr) gy - a3, ¢
= - = + ’
p Db Tt det app ax qi +ap axg 422
Pe ap ax g2 —ar (Tr) g2 — ay, q

where Tr = ajp+ap=A41+4A < 0 and det = ajpaxy —apdy = A1 Ay > 0.
For completeness, we rewrite the solution in terms of the original matrix P:

P 1 [alzam q1 —axn (Tr) q —a§1 92 ajpaxp g +ap az q2 ]
2Tr det ap ax g1 +ap ax g anay g —an () g — >y q1)

b. The Lyapunov function is V(x) = x" Px = p,x} + 2p,x1x2 + pex3.
This is a bit messy in general but simplifies nicely for diagonal A:

a0 1 X X
A= = V=slg—+ )
( 0 azz) 2 (ql —ai 7 —axn
We see that we need stable dynamics (a;; < 0 and a < 0) for V to be a
Lyapunov function — i.e., for V(x) to be positive definite. This makes sense,

since the Lyapunov function is used to prove stability! As in Problem 2.14,
we see that any positive definite Q will work.
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2.16 Lyapunov and the damped pendulum. Some Lyapunov functions are more use-
ful than others. Consider a damped pendulum whose angle 6(¢) obeys 6 + 6 +
sind = O.

a.
b.

Show that the total energy V; is a negative semidefinite Lyapunov function.
Use the Krasovskii—LaSalle Invariance Principle to conclude from the analy-
sis of V; that the down position is locally asymptotically stable.

Show that another Lyapunov function V, = 1% + 1(6 + 6)° + 2(1 -
cos ) is locally negative definite. Discuss the local stability of the down
equilibrium.

Solution.

a.

The energy E = V, is given by
Vi = %92 + (1 —cosb) .
Then
Vi=00+sin06=0(d+sing) = -6 <0.

Note that V; = 0 for x # 0. Physically, V is the power dissipated by the
moving pendulum.

At the turning points of each swing of a pendulum, § = 0 and  # 0. Thus,
at these moments, V = 0. Notice that the linearized damped pendulum
(second-order system) will have the same features. Thus, the same reason-
ing as given in Example 2.10 shows that the origin is asymptotically stable. It
is not globally asymptotically stable, as there are multiple equilibria (8 = 0
or 7).

The alternate choice, which has no obvious physical motivation, is

V, = %92 + %(9+9)2 +2(1 = cos ).
It is clearly positive definite: V > 0, except for § = § = 0, where V = 0.
Differentiating gives
Vo=00+@+0)0+6)+2(sinh) 0
=200+ 2(sin0) 6 + 00 + 0) + &
=200 + sin6) + 06 + 0) + &*
= 20(-0) + 6(—sin 6) + &*
= —6* -0 sind
=—(0* +6sinh) <0,
where we have substituted the original equation of motion in two places. In
contrast to our previous choice of Lyapunov function, we see here that the
only way to get V, = 0 is to have 8 = 0 (motionless) and to have 6 = 0, 7,
etc. Thus, V, is a Lyapunov function for the down equilibrium of the damped
pendulum.

21
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We saw previously that the energy V| never increases. Consider, then, any
perturbation to the solution 6 = § = 0 with energy E < 2. Such a perturbation
will kick the down equilibrium and make the pendulum swing, but not so
much that the amplitude reaches 7. In this region of state space, V, < 0
unless & = § = 0, and we have a true Lyapunov function and, hence, local
stability of the origin.

This exercise shows that we can define different Lyapunov functions. V is the
total energy and thus has a physical meaning. Because V < 0 is only negative
semidefinite, we have to do some extra work and invoke Krasovskii-LaSalle to
infer asymptotic stability of the origin. V, has no obvious physical motivation,
but it satisfies V> < 0, which allows us to immediately conclude that the origin is
asymptotically stable, just using the basic Lyapunov theorem.

This exercise is partly based on material from Slotine and Li (1991).
2.17 Krasovskii’s method for Lyapunov functions. Although there are no general meth-
ods for finding Lyapunov functions, there are tricks. Here is one: let x = f(x)
be an n-dimensional nonlinear dynamical system with A = % its n X n Jacobean

matrix.

a. Show that if A + AT is negative definite, then V = f f is a Lyapunov function.
b. Show that the origin is globally stable for x; = —2x1 + xp, X = x; — 2x, — x%.
Solution.

a. Consider V = f'f. Note that

Then, differentiating V gives
V=fF+Ff
= fTAf +(Af)'f
=fTAf+fTATf
=f(A+A")f.
Since F = A + AT is symmetric and negative definite, we can diagonalize it via

F = RDR", where the diagonal matrix D has real eigenvalues —/1%, —/lg, etc.
We then use the rotation matrix R to define new coordinates & = R" f. Then,

V =fTRDR'f
=h'Dg
=g -Agi—...<0.
b. The dynamical system is
X1 =-2x1+x

).CQZX1—2)C2—X§.
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Thus,

-2 1 -4 2
A‘(1 —2—3x§) - F‘(z —4—6x§)‘
We have to show that F is negative definite (both eigenvalues have real part
< 0) for all values of x,. We could solve explicitly for the eigenvalues 1; and
Ay, but it is easier to make use of the fact that for a 2d matrix, the determinant
det = Ay A, and the trace Tr = A; + A,. Thus, to be negative definite requires
det > 0 and Tr < 0. Here, we have

det=16+24x3 -4 =12(1+2x3)>0, Tr=-8-6x3<0.

Thus, the conditions are satisfied. Below are graphs and phase-plane plots
for a typical initial condition, x;(0) = 1, x,(0) = 0, which confirm (in one
instance) the stability of the origin. Dashed line in parametric plot is x; = x;.

| 0.2
X
(4]
3
= < 0.1
S
<
X2
04 ‘ 0.0-
0 5 0 X| I

Time
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3.1

Bandwidth of integral control. For the first-order system with integral control
discussed in Section 3.3.1, derive the feedback bandwidth for arbitrary Kj. Find
simpler expressions for the limits K; < 1 and K; > 1. Also, rescale the
closed-loop transfer function of Eq. (3.36) to find the damping coefficient { as a
function of K;.

Solution.

a. Bandwidth. With G(s) = ﬁ and K(s) = %, we have the closed-loop transfer
function is
1 K;

T = = R
O = T KT = R+s+K,

with poles satisfying

sS+s+ki=0, = s=-1x,1-K.

=

The closed-loop feedback bandwidth is defined as the lowest frequency for
which |T(w,)| = % |T(0)|. Here, this implies

K; 1

NI A

or
2K? = K} - 2Ki0” + 0 + o

so that

The solution is
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where we take the positive solution, to make sure that w is real.
In the limit K; < 1, we have

1 1 1 1 2 2
Z+1<i2z§(—1+ w/1+ZKi2)z§(—l+1+2Ki)zKi,
so that w, ~ K.

In the limit K; > 1, we have

2 1
Q)C~—§+

so that

wcz(m) VK ~ 1.55K;.

. Damping. Starting from

sz+s+Ki:O

S2 N

—+—=+1=0
Ki K
1
(5)V+—=s5+1=0,
i

where s' = 5/ VK;. Thus,
B 1
2VK

Thus, for small gains, the system behaves as an overdamped oscillator. Criti-
cal damping occurs at K; = }1, and it becomes more and more underdamped
as K is further increased.

¢

3.2 Rejecting disturbances in undamped oscillators. Let G(s) = ﬁ and consider how
an input disturbance d modifies the block diagram in Figure 3.1.

a.

b.

Response functions. Show that the disturbance response of the output y(s) is
given by y(s) = % d(s). Show that the controller output is u(s) = % d(s).
Proportional (P) control. Find and plot the y(r) and u(r) disturbance impulse
responses for the P-control algorithm, K(s) = K. What is wrong with P-
control?

Derivative (D) control. Find and plot the y(r) and u(r) disturbance impulse
responses for D control, K(s) = Kgs. Find the critical value of K} where the
response changes from oscillatory to damped. Using the final-value theorem,
show that the initial control input is u( —» 0*) = —K4. What is wrong with D
control?

Proportional-derivative (PD) control. Consider the PD algorithm, K = K, +
Kqs. With K, as a free parameter, find K} for critical damping. Find and plot
the y and u disturbance impulse responses for this choice of K4. Find u(0%),
and discuss the penalty for PD control relative to D control.
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e. Proportional-integral-derivative (PID) control. For a step disturbance, d(f) =
0(t), show that PD control (d) results in a steady-state offset. Add integral
control to make a full PID controller, K = K, + Ki/s + Kgs. By matching
coefficients of {1, s, s%, s*} of the denominator polynomial (pole placement),
show that choosing K, = 3a> - 1, K; = a*, and K4 = 3a leads to closed-
loop dynamics with three degenerate poles at s = —a. Plot step and impulse
responses for y and u, for a = 2.

Solution.

a. Response functions. From the block diagram, an input disturbance d implies
that y = G(u + d). For a zero reference, u = Ke = K(/ —y) = —Ky. Thus,

G
= = —K = =
y=Gu+d) =G(-Ky+d) = 'y 1+KGd GSd,
and, thus,
KG
u——Ky——1+KGd——Td.

Here, the sensitivity function § = ;= and its complement 7 = 1 - § = &

b. Proportional control. Using G(s)™' = 1 + 52, the load sensitivity function is
G 1 1

SG = = = ,
1+KG K+G'! (Kp+1)+s2

which describes an undamped oscillator with natural frequency /K, + 1. To
obtain explicit time-domain solutions, we should be careful and keep initial
conditions in the Laplace transforms. Here, it is easiest just to work directly
in the time domain. To handle the delta function disturbance d(z) = 4 (z),
we integrate the equation of motion from ¢+ = 0~ to ¢t = 0*. After an input
disturbance impulse, y(¢) is continuous but y(¢) can have a jump discontinuity.
Thus, we write,

+ 0+
fdt(y+y)zy(0+)—y(0‘)=f drd()=1.

Since the initial conditions are y = y = 0 for t+ = 0, we conclude that the
impulse response is the same as free response for initial conditions y(0*) = 0
and y(0*) = 1. The solution satisfying these initial conditions is, for ¢ > 0,

¥(t) = \/ﬁ sin(,/Kp+ lt) s

p
u(t) = —Kpy(t) = — [%) sin(,/Kp +1 z) .

Atlow gains K, << 1,and SG =~ G, the open-loop response: proportional feed-
back has little effect, and the response oscillates with w ~ 1 and amplitude
~ 1.
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At high gains, K, > 1, the amplitude is reduced (~ 1/+/Kp), and the fre-
quency increases to w ~ +/Kp. The control signal is also sinusoidal, with

amplitude u ~ /Kp,.

K, =10
1 \ '
N N §o K n
2* [ [y IR y ) ,‘
Q Q N R S o
(7] 17} r oy [ 1
< = {1 A WRYAN
o o o) \ ARV AA
o o t )
3 $ 0‘, I N A .:
[ 1 b
< s N\ L\ N
~ =) WYL Y Y 03
24 - W . 0 8
"‘ ‘1’ ‘\.' ‘;‘ V' \
: 7 ]

Although reducing the amplitude of the response and speeding up its dynam-
ics can be good features, this is nonetheless not a satisfactory response:
because the dynamics are not damped, the system never “forgets” the past.
Thus, the past controls the present, whereas the goal of a controller for dis-
turbances is typically to make the behavior of a system independent of its
long-time history. In addition, the control effort, defined as u*(¢), never dies
away. Thus, each disturbance requires the controller to act on the system
forever after!

The intrinsic damping of a system modifies these conclusions only slightly.
The past does decay, on a dimensionless time scale /~! for the generic scaled
oscillator, G(s) = WIJHZ But in this case, proportional control does not alter
the decay rate. If it is too slow for your purposes, you are out of luck.

. Derivative control. Pure derivative control, K(s) = Kgs leads to

1 1
S = = .
1+KG 1+Kgs+s?

We see that derivative control adds damping but does not alter the natu-
ral frequency. The gain K4 = 2 corresponds to critical damping, which is
a reasonable goal. Lower gain implies underdamped behavior; higher gain
overdamped.

To calculate the maximum control signal required, we use the results
in Part (a):

KG 1 1 —Kgs

TT1YKG 1+ (KG)! __1+% T 1+ Kgs+ 52

The initial value theorem then says that

u(0*) = lim s[-T(s)] = —Kg.

27
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Note that a critically damped oscillator has the fastest decay envelope for
fixed oscillator frequency, we conclude that we can use derivative control to
damp on a time scale of the oscillator period, but not faster.

To summarize:

e P control decreases the amplitude of disturbances and makes the response
faster but does not add damping.
e D control adds damping but does not alter the time scales or amplitudes.

We use Mathematica to solve for explicit time responses. As before, the
impulse response is equivalent to free response with y(0) = 0 and y = 1, for
t>0. Using u = K4y and for Kg = 1 and w = V3/2, they are

2 1
Ki=1: (1) = — e sinwt, u(f) = —e? [cos wt — — sin wr

V3 V3
Kqy=2: yit)=te™, u(t) = -2(1-ne™ .

The output y and input u responses to an impulse are shown below.

Open loop

y response
o
|
4
j
]
1
;
;
u response

. Proportional-derivative control. Here, K(s) = K, + Kgs. Then,

y G 1 1 ~ 1
Kp+ Kas+(1+5s2)  (1+Kp)+Kgs+s2°

d 1+KG K+G'

which corresponds to an oscillator with damping coefficient K4/2 and fre-
quency 4/1 + Kp. For critical damping, K = 24/1 + K}, and

y 1 1

d (\/1 + K, + s)2 (%K; + s)2 .

With this choice of K in terms of K}, we transform the undamped poles of
the system at p = +i to two stable, degenerate real poles at p = —%K;, whose
position can be chosen, as shown below.

open loop PD control

X +i

2
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For the control signal,
1 1 Kp + Kys

- —1_ 13‘2 - 2
1+ (KG) 1+m (I+Kp)+Kgs+s

_Kp+2 1+ Kps
(w/1+Kl[,+s)2 .

where the last step chooses critical damping (Kq = 2 4 /Kf, +1). Just as with
pure derivative control, the initial controller amplitude is #(0*) = —Kq4. But
if we choose Kyg = 2 , /Kg + 1 in order to maintain critical damping, we will

use a larger derivative gain in the PD case. Thus, the improved control again
comes at a cost of larger amplitude.

For critical damping, the explicit time-domain solutions are
y(t) =t e VEorIt| u(f) = —(21/1(p +1- (K, + 2);) e~ VEorlr

You might wonder about the total time-integrated control effort, defined, for
example, as & = % Ow dru(t)®. It, too, does not greatly exceed that of D con-
trol, showing that the main limitation is the largest limiting value of u, here
occurring at t = 0%,

The time responses are given below.

y response
u response

Time t Time t

. Proportional-integral-derivative (PID) control. There are several ways to see
that a step disturbance, d(r) = 0(¢), will lead to an offset for a PD con-
troller with Ky = 2 /1 + K;,. We can use the transfer function and final-value
theorem:

1
(1+Kp) + Kgs + 52

!
T 1+Ky

Mt = 00) = Tim(s)(SG)(s™) = S(0) G(0) =

5—0

Alternatively, using Mathematica, the explicit time-dependent step response

1S
1 1
Y1) = [1 —(1 + i +1<p) e Virker | ,
1+K, oo 1+ Kp

which is plotted below for K, = 1. The step disturbance results in a constant
offset, whose value decreases as the proportional gain K}, is increased.

29
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y response

Time t

In order to get rid of the long-time offset to a step disturbance, we consider
the full PID algorithm: For K = K, + K;/s + Kqs, we match the coefficients of
1, 5, and s? in the denominator of the desired response polynomial:

2 +3as® +3d’s+d’

s° + Kgs* + (Kp + Ds + K .

(s+ a)3

This is equivalent to pole placement (Section 3.7.2). By inspection, we choose
K,=3a*-1, K=da, Kq=3a.

Having made this choice, the transfer function from d to y is (using Mathe-

matica)

G S

SG = = ,
1+KG (s+a)

which implies impulse and step responses

a _
Yimpulse(f) = t(l - Et) e 0(r)
1
ystep(t) = 512 e 0(r).
Similarly, the response from d to u is

_ KG 3as? + Ba®> - Ds + a°
" 1+4KG (s +a)

which implies impulse and step responses

Uimputse (1) = == ((a® + @)® = 2(1 + 3a®)t + 6a) e 0(1)

N = N =

Usiep(t) = =5 (=@ + D +4a) e =10(1).

Plots for a = 2 are shown below. By using the full flexibility of PID con-
trol, we have arrived at a controller that can compensate for step and impulse
disturbances at the input to the system.
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y response
u response

In further problems, we will consider the command response using feedfor-
ward and also strategies that limit u(f) to some maximum value. We see that the
control signal u(r) typically “spikes” negative in response to a disturbance. Later,
we will see that a smaller response, applied for a longer time, is another option.
Finally, we will also consider what happens when the frequency of the physical
oscillator differs from what we think it is.

Feedforward control for an undamped oscillator. In Problem 3.2, we discussed

how a PID controller can damp impulse and step disturbances. Now let’s make

an undamped oscillator reject disturbances and track commands. Recall the
system, G(s) = 1+IT’ and the PID controller, K(s) = K, + K;/s + Kgs, with K, =
3a> - 1, K; = @, and K4 = 3a, chosen to make the closed-loop denominator

(1+KG) ~ (1 + s/a)’.

a. Find r — {y, u} transfer functions and analytic time-domain formulas for the
command step response, for K, = 3a* — 1, K; = a*, and Kq = 3a. Plot for
a=2.

b. Since the above PID controller worked well for disturbances, we would like
to keep it and add feedforward instead. Modify the command signal r(s)
by an element F(s). The simple strategy F ~ T~!, for T = %, does not
lead to proper response. Try F(s) = (IT J:/(Z;z, which is proper. Find r —
{y, u} transfer functions and analytic formulas for the step response. Plot for
a = 2. Compare the output and control time responses with and without
feedforward.

Solution.
a. The PID controller from Problem 3.2 is

3
8
K(S)=(3a2—l)+a—+3as=11+—+6s’
s s

with a = 2. It leads to a r — y transfer function 7'(s) given by
KG 8+ 11s + 65°

1+KG  (2+s)

and an r — u transfer function

K (1+s)@+1ls+6s5%)
+KG 2+ )3 '

T(s) =

SK(s) = 1

31
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From Mathematica calculations, the analytic solutions for the step responses,
r(t) = 0(¢), for ¢t > 0,

y6)=1+1[t(8-5)-2]e™

u() =65 (1) + 1 - (1+21(t+1) e7™) .
The delta function at r = 0 comes from the action of derivative feedback,
u ~ Kqi- on the command signal and would be smoothed in a more realistic

analysis. See below for plots of the response curves.
b. The r — y transfer function 7'(s) F(s) for a = 2 is given by

KGF 4
1+KG (Q2+s)?°

T(s) F(s) =

and the » — u transfer function
KF 41 +s%)
1+KG (2+5)? "
From Mathematica calculations, the analytic solutions for the step responses,
r(t) = 6(t), fort > 0,

SKF(s) =

Yy =1-Qt+1)e™
u@=1+@B =100 e .

The y(¢) and u(r) response curves for r(t) = 0(¢) are illustrated below for the
naive (no feedforward) and feedforward cases. Notice how the feedforward
has eliminated the overshoot in the control signal and reduced the control
requirements, too. In particular, the delta function at + = 0 in (a) has been
softened to a simple jump discontinuity at ¢+ = 0. You might think that it
should to be possible to design a control where u(f) does not exceed 1, and,
in Section 9.1.1, we shall see how to do this. See also the direct digital design
techniques discussed in Section 5.4.2.

RSP P 6 Controller response
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3.4 Stabilizing an unstable oscillator. Consider an unstable oscillator G(s) = s2+1=

subject to an impulse input disturbance, d(f) = 0 (7).

a. Proportional (P) control. For K(s) = K,, show that K, > 1 stabilizes the
closed-loop disturbance response ﬁ Describe the response and its prob-
lems. What is the minimum proportional gain if the oscillator has natural
frequency w?



Problems

. Proportional-Derivative (PD) control. For K(s) = K, + Kgs, use pole place-
ment (matching denominator polynomials) to show that choosing K4 = K =
2K, — 1 and K, > 1 gives the desirable critical-damping response. Choose
a to give two poles at s = —a. For a = 1, plot the response for y and u.

. Filtered Proportional-Derivative ( PD) control. Limit the derivative control by
filtering: For K(s) = K, + ﬁ%’ find the d — {y, u} transfer functions and
also the explicit time-domain differential equations for y(¢) and u(r).

. Matching denominators, choose K, K4, and wq to get a disturbance response

with three poles at s = —a. For a = 1, plot the disturbance response y(¢) and

u(t).

Solution.

a. Proportional (P) control. For a PD controller with K(s) = Kp, the closed-loop

response to an input disturbance is

G 1 1 ~ 1
C1+KG K+G!' Ky+s2-1 s2+(K,—1)°

SG

For K}, > 1, this gives undamped oscillation at frequency /K, — 1. It prevents
instability but does not bring the system back to its equilibrium. (If there is
system damping, it will bring it back at the normal damping rate, which can
be slow.)

For G = #wz, the same arguments leads to K, > w?. Let’s quickly show this

52_
in the time domain:

§+ @iy = u®) +d@),

where y(7) is the oscillator state, u(¢) the control input, and d(¢) the disturbance.
Choosing u(t) = —Kpy(1) gives

¥+ (Kp = 0h)y(0) = d(0),
which has oscillatory response for K, > w?.
. Proportional-Derivative (PD) control. To have a critically damped response,
the denominator D(s) = s* + Kygs + K, — 1 should have degenerate roots.
Matching coefficients to the desired denominator (s + a)?, we have

s*+ Kas + (Kp — 1)

= s> +2as+a*,

so that,

a>=K,—land Kg=2a=2K,— 1.

Note that to achieve stabilization, we need to take the positive root for a,
implying Kg > 0. For a = -1, we have K, = K4 = 2, which gives the response
shown below.
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¢. Proportional-Derivative (PD) control. The controller is

K(s) = Kp + 7288

1+s/wq *

The d — y transfer function is

G B s+ wq
1+KG s+ was? + (Kp — 1 + Kgwq)s + (Kp — Dwqg

The d — u transfer function is
-KG _ prd + (Kp + Kqwq)s
1+KG 83 +wys®+ (Kp — | + Kgwa)s + (Kp — Dwg

These are probably more easily understood in the time domain. Multiply-
ing through by 1 + s/wqg and going back to the time domain gives (with all
quantities functions of ), two coupled equations for y(r) and u(z):
) 1. Ky .
Vy-y=u+d, —|ia+u=-Kpy—|— +Kq|y,
wq wd
y0)=0, y0)=0, u(0)=0.

Notice that taking wq — oo gives us back the simpler equations for straight
PD control.

d. Matching
(s + a)3 =5 +3as’ +3d’s+a’
=5 + wgs® + (Kp — 1 + Kgwa)s + (Kp — Dwg
gives
2
8
Kp=l+%, Kd=§a, wq = 3a.

For numerics, we take a = 1, or K, = 4/3, Kg = 8/9, and wq = 3. Notice that
the derivative term is cut off a factor of 3/(8/9) = 3.375 times higher than the
cutoff frequency.

For the above choice of controller coefficients, the transfer functions become
as follows: The d — y transfer function is

G 3+

d . =
- 1+KG  (1+9)
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3.5

KG 4
1+KG  (1+s5)?°

Then, solving these (or the time-domain equations) gives, for ¢ > 0,

d—u:

y) =1t +1)e™, u(r) = —4re™" .

These are plotted below. Comparing with the PD controller above, we see
that the disturbance response is worse, increasing from 1/e ~ 0.37 to ~ 0.84.
However, the maximum controller response has improved, from -2 to —4/e ~
—1.47. In addition, the noise sensitivity — the degradation that occurs when
we allow for measurement noise — will be better in the filtered design. We will
investigate such issues in Chapter 8. Notice that filtering the derivative term —
adding wgq — makes u(z) change at a finite rate. By contrast, the controller
signal had a jump discontinuity for pure PD control.

I Impulse disturbance 0

Q response 9

c f=4

2 2

o o |

g 2

~ S Controller response
0 i 1 24— T 1

0 5 10 0 5 10
Time t Time t

The above solution describes some of the issues involved in the linear control

of an unstable pendulum. Problem 11.17 discusses how to stabilize the full non-
linear dynamics, assuming that the applied torque is strong enough to be able to
overcome directly the gravitational torque.

Integral-control instability. Using Eq. (3.47), we studied an instability in integral
control for G = ﬁ and K = % Please verify that

a.
b.

At the onset of instability, K; = 2, the stable root is at —2.

For K = 0, there is a double pole at —1 and a single pole at 0. Show that one
of the —1 poles collides with the 0 pole at K; = 24—7. Find the location of that
collision (and that of the other pole while you're at it).

. Verify that the gain margin is 2/Kj.
. Plot the phase margin as a function of K; over the parameter range 0 < K; < 2.

Evaluate the phase margin for K; = 1 numerically.

Solution.

a.

Stable root at onset: In the text, we showed that the onset of instability occurs
at K = 2 and that it is a Hopf bifurcation, with w* = 1. For G = —L_ and

(1+5)?

. Substituting K; = 2,

K = KT, the denominator of T'(s) =
we have

1 _ Ki
T+KG) T — Kit(1+s)s

s(s+1)2+2:s3+2s2+s+2,
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which factors into (s + i)(s — i)(s + p), where p is the value of the 3rd root. To
verify that the third root is at -2, we check that

(Z+D(s+2) =5 +2s>+s5+2.

. Double real roots. We want to find the condition for a double real root. Thus,

we want
s+ D?+Ki=(s=p)’ (s -9
where p and ¢ should be negative to give stable roots. Expanding out, we have
L2 s+ Ki=F—Qp+@st+ (@ +2pgs - piq

Matching powers of s (constant, linear, quadratic), gives two solutions. One
is the trivial one mentioned in the problem (Kj = 0, p = —1, ¢ = 0). The other
is the desired roots: K = 3, p = -1, and g = —3.

Alternatively, you can simply factor

s(s+1)2+%=(s+%)2(s+%).

. Gain margin. The gain margin is the inverse of |L(iw)|, evaluated at the fre-

quency w* such that the phase of L(iw*) = —180°. In this case w* = 1
and

K;
i

IL(DI

K;
2 b

'
( l + ]’)2

. Phase margin. The phase margin is 7t + ¢, where ¢ is the phase of L(iw),

evaluated at a gain where |L| = 1. Here, the magnitude condition leads to

1 (Kl) -1
JA—22 4402 \w/)
which is a cubic equation that one can solve for w = wy. Then, the phase
angle ¢ is given by

which gives 21.4° for K; = 1. See plot below, too.

0
o

Phase margin

w o
o O
L

Phase margin 0

o

0 | 2
Integral gain Ki
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Analog circuits for PID control. Although less flexible than digital controllers,
analog circuits can nonetheless be the easiest, cheapest solution. Simple algo-
rithms such as PID control can be implemented with a single operational
amplifier costing just a few cents, with bandwidths easily reaching 100 kHz.

a. Show how the circuit in Section 3.2.2 could be used as a proportional con-
troller. If the controller output u(z) is related to the error e(r) = r(t) — y(t) by
u(t) = Kpe(t), what is K,? It is important to get the signs correct. How is Vi, (?)
related to e(r)?

b. The op-amp circuit at right implements a PID controller of the form u(z) =
[Kp + & + Kysle(t). Find K, K;, and Kq.

c. Draw circuits for PI, PD, and I control.

Solution.

a. Analog P control. K, = Ig—f. e =—Vi.
b. Analog PID control. K, = g—f + %, Ki = R|Cy, K4 = R,C>.
c. Circuit diagrams for PI, PD, and I control.

Eliminating derivative kick. If the basic PID algorithm is tuned to regulate
against disturbances, it will tend to perform poorly when tracking a step com-
mand. A simple improvement is to apply the derivative term not to the error
e = (r — y) but to —y directly. (The error still enters other terms, as usual.) This
modification eliminates the output “kick” when changing the reference signal.

a. Derive this algorithm in the Laplace domain, and explain in simple terms why
it works. Show that the corresponding block diagram has a new feedforward
term.

b. The system G(s) = ﬁ has a “sluggish” response. Explore PIDF control
(Eq. 3.41), with and without derivative kick. For K, = 1, K; = 0.5, K4 = 0.5,
and wqg = 10, reproduce the plots at right. The dashed line (ordinary PIDF)
shows a large spike in the signal u(¢) sent to the system. The solid line shows
that applying the DF part of the algorithm to y eliminates the spike, with only

minor deterioration of the step response.

Solution.

a. The block diagram is as follows:

K4

error input output

r K G ')
reference - |

input u

37
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/ open loop

T T

—— no deriv. kick
----- ordinary PIDF
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3.8

The controller is
K ds

K;
K(s) =K, +— m = Kpi(s) + Ka(s).

In the block diagram, we subtract off the K4(s) contribution so that the net
direct path signal is K — Kg = Kpi(s). Thus, the block diagram is equivalent to
the transfer function

y KnG u Kpi
r 1+KG’ r 1+KG’
Notice that the disturbance response remains, for a disturbance d that enters
at the input to G,

y G
d 1+KG’
b. See book website for Mathematica file.
Decoupling feedforward from feedback. Naive implementations of feedforward
(e.g., Problem 3.3) lead to schemes where the feedforward filter F depends on
the controller K. Figure 3.5 presented a scheme for combining feedforward and
feedback that decouples the two transfer functions F and K.

a. Solve the block diagram in Figure 3.5 for y. Show that when the model is
perfect (Go = G) that y = FG r + (%) d. Thus, F acts only on r, and K only
ond.

b. Plot command step and disturbance impulse response for the undamped oscil-
lator G = ﬁ (see left). Use a PD controller with K, = 1 and Ky = 2 V2 and
a feedforward controller F = G~'/(1 + 5).

Solution.

a. For convenience, the Figure 3.5 block diagram is reproduced here:

Uff feedforward d disturbance

r o—> F
reference
D—)O Yy
? error - i input’ output
feedback

From the block diagram,

y=Gu+d) ug = Fr
U = Ug + Uy um = Ke
= Fr+ K(FGor —y) e=FGyr—y

Then
y = G[Fr+ K(FGor —y) +d]
= FGr + FGKGyr — KGy + Gd

1+ KGy +( G )
1+k¢ ) T\T¥kG

- r6
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If the model is perfect, Gy = G and

G
- FG )d.
Y r+(1+KG

What if the model is not perfect? At frequencies where KG and KGg > 1,

yzFG(KGO)I’+( G )d

KG 1+KG
=FGor + ( G )d
- 1+KG) "

Thus, even when the model is imperfect, F and K decouple at frequencies for
which the feedback controller gain is large. You design F using the model G
and use high feedback gains to compensate for model inaccuracies.

Finally, it is useful to have a explicit expression for u(s) as a function of the
command r and disturbance d inputs. For a perfect model (G = G),

KG
=Fr+K(FGr-y)=Fr- d
u r+ K(FGr—y) r (1+KG)

b. Substitute K(s) = 1 +2V2s and F(s) = 1 into

(1+5)2

G
=FGr+ d
Y d (1+KG)

KG
=Fr+K(FGr—-y)=Fr—
u r+ K(FGr—y) r (l+KG)d’

for rastep att = 1 and d an impulse at r = 12 and plot the result.

Proportional temperature control of an extended rod. In Section 2.3.2, we showed
that the transfer function between a heater at x = 0 and a temperature probe at
x =¢wasG(s) = LA e~ V5, with lengths scaled by ¢ and times by [—I;. Here, D is the
thermal diffusion constant. Find the maximum proportional gain K that can
be applied without oscillation. Derive the frequency of oscillations at instability
onset, w*.

Solution.

a. Onset oscillation frequency w. To calculate the frequency of oscillations at
onset, we look at the phase of G(s). (Multiplying by a constant gain K, does
not alter the phase lag.) We have

—Vw/2
Gliw) = em (cos \/g— isin \/g)a —i)

To shortcut the calculation, we note that a phase lag of 7t implies tan¢ = 0
implies that Im G(iw) = 0. Thus, we extract from our expression for Giw)

the condition
w w
2 +sin [ =0,
cos 5 sin 5

39
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which implies tan \/$ = —1, so that the phase delay is 37t/4. Thus,
9 D
w' =1l > 117,

b. Critical gain K;. The loop gain is

eV _ eV el
VR

L=KG =K,

The magnitude |Z] is then

Y Y SR
P =—Le VEl+he Vil o= —Le Vo1,
w w

with solution

K= Vo' exp{ \/g} = «/E(Zn) exp{(37)} ~ 35.2 - 35.2% .

3.10 Instability with a long delay. Consider the unstable system X = ax + u, with
u(t) = —Kypx(t — 7). Show that a < K, < 77! for stability. Thus, when 7 > a™
no value of K, can make all roots of s have a negative real part. Hint: When s
is real, expand the exponential. Consider a possible Hopf bifurcation (s = +iw),
too.

Solution. For
X(t) = ax(t) + u(r), u(t) = —Kpx(t - 1),
with a > 0, the Laplace transform is
(s—a+Kye™)x(s)=0.

The basic strategy will be to look at the roots of the transcendental equation for s
in the vicinity of the instability bifurcation point, where the solution with largest
real part is zero. There are two cases: s is real and s = 0 at the instability, or s is
complex and equals +iw at the instability. The latter signals a Hopf bifurcation
with an oscillatory instability that is oscillating at an angular frequency w at
onset.

e sreal. Since s = 0 at the bifurcation, we expand e™" to second order near the
bifurcation. This implies

s—a+Kp[l—(st)+ 2(s1)* +---1=0.
Rearranging gives a quadratic equation for s:

1K, s + (1 - KyD)s + (Kp —a) = 0

K,r—1 K,—a
S2—( lp 2]s+(1p 2):O.
7 KpT 3 KpT
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The product of the two (real) roots of s is ~ (K, — a) > 0, since the delay-free
equation already tells us K, > 0. Thus, both roots must be negative (and their
product positive). We also know that the sum of the roots must be
~ (Kpt—1) < 0. This implies thata < K, < 77!, or 7 < K;' <a'.

e s complex. Now s = +iw at the bifurcation, and we substitute into the tran-
scendental equation: iw — a + K,e T = 0. Separating real and imaginary
parts gives

—a+ Kpcoswr =0, w—Kysinwr=0.
Solving for cos wr and sin wt and using cos? + sin? = 1 gives
aY wY
(—2) +(—2) =1, - Cl2+0.)2=K2.
K; K;
Similarly, dividing the two equations gives
tan wt = w/a,

which has a solution w # 0 only when 7 < a~!'. Otherwise, w = 0 is the only

solution, and we are back in the first case. In conclusion, we need 7 < a”! to

be able to find a gain K, > a that ensures stability (all roots s have Re s < 0).
Op amp allpass. Consider the op-amp circuit shown at right. Derive the transfer

function between Vj, and V,; and show that it is all pass, with a zero in the RHP.
You should find that the transfer function is independent of R,.

Solution.
From the current path through the R, resistors, we see that
Vin -V_ _ vaout
R, R, ’

which implies
1
V_= E(Vin + Vout) -

For the lower path through C and R, we use the op-amp rule V, = V_ to write

Vin = 5(Vin + Vou)  5(Vin + Vou)
1/(GwC) B R ’

which leads to

1 —iwRC 1-sRC
Vout = — in =~ in

1 +iwRC 1 + sRC

Thus, the transfer function G(s) = Vyui/ Vi, is all pass, with a zero at s = +(RC) ™',
in the RHP.

Inverse response. NMP zeros can lead to inverse response: the initial response
to a step input is in the opposite direction to the step. We saw such behavior
in Example 3.3. Here, we explore this behavior analytically for that example, as

well as for a slightly more general transfer function, Go(s) = W

4
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3.13

a. Show that the initial value of the derivative of the response y(f) to a step
function 6(r) is, for a general transfer function G(s), given by y(r — 0) =
lim,_,. s G(s). Hint: see the discussion of the initial-value theorem in
Appendix A.4.3.

b. Then show that the transfer function Gnyp in Ex. 3.3 has an inverse response.

c. Show that Gy has an inverse response when there is an NMP zero.

Solution.

a. Initial value of derivative. Recall the Laplace transform,

0
$(s) = 5% y(s) — sy(t="07—y(t = 0).

Directly evaluating

lim §(s) = lim f dti(r) e™ =0,
§—00 0

we solve for y(z = 0):

dy
dt

b. Inverse response for zero at z = 1. For Gyyp,

1
= lim s’y(s) = lim s> G(s) — = lim s G(s) .
§—00 S §—00

=0 §—00

dy . 1 1-s/2
- = lim s —— = -1,
dtli=g s—e (1 +s) \1+5/2
c. Inverse response for RHP zero. For Gy,
2
] T L S o
drly  soe (s/p)(s/p*) ‘

showing that the sign of y(¢ = 0) is opposite that of z: if z is an RHP zero, the
system initially goes the “wrong way.” Notice that the initial response does
not depend on whether the pole is stable or not (only |p|*> enters). Thus, an
unstable system with z < 0 would still show normal response.

Response of a non-minimum phase (NMP) system. In Section 3.6.2, we ana-
lyzed the system Gnmp(s) = ILH %), which has a zero in the right-hand

plane (RHP). Reproduce the pole-zero plot at left and describe its main features
analytically.

Solution.
The closed-loop transfer function for proportional gain K is
: K(s-2)
T 82+3-K)s+2(1+K)°

The structure of the root-locus plot can be understood by solving for the pole
positions of T'(s) as a function of gain K:

s=1(K-3+ VK> - 14K + 1) .
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There are two degenerate roots when K> — 14K + 1 = 0, which happens at K =
7 +4/3, which corresponds to s = 2(1 + V3). The instability is calculated for Re
s = 0, which occurs when K = 3.

To show that the shape of the locus is a circle centered on s = 2, we note that
the equation of such a circle is of the form (Re s—2)>+ Im s?> = R?, where R is the
unknown radius of the circle. Using Re s = 1(K —3) and Im s? = —(K* - 14K + 1)
gives R = VI12.

Thus, the following “narrative” describes the root-locus plot, as K is increased

from 0: The two poles first move towards each other, colliding at s = —2(V3 —
1) ~ —1.46 for K = 7 — 4V3 ~ 0.072. The roots then turn into a complex-
conjugate pair that travel in a circle in the s-plane of radius 2 V3 ~ 3.46. The
system becomes unstable for K* = 3, where w* = V8 ~ 2.82. If one further
increases the gain, the circle closes back and the two complex-conjugate pairs
meet at s = 2(1 + V3) ~ 5.46, where K = 7 + 4V3 ~ 13.93. Thereafter, the poles
become real. One of them approaches the RHP zero at s = 2, and the other goes
off to infinity.
Balancing a stick by moving your hand. In Problem 2.1, we showed, neglecting
any mass associated with the hand or arm, that ¥ + 1 (é cos @ — 6 sin 6) = uand
0+ sin6 + %x cos@ = 0, where @ increases counterclockwise, from the bottom,
and x is the horizontal displacement of the stick bottom, relative to a reference
position.

a. Linearize the equations of motion about the vertical equilibrium 6 = 7.

b. Show that the transfer function from u to the fixation point y = x + £, sin6 is
G(s) = [(1 - 36)s* = 1]/[s*(4s* - D)].

c. From Problems 3.16 and 3.17, show that one cannot balance a stick if
{y < %

Solution.

a. Linearizing about the unstable vertical equilibrium 6 = 7t gives

)'c'—%é:u,
0-0-3%=0
y=x-1£{6.

b. Take the Laplace transform and write the first two equations in matrix form:

(e 25060

Solve for x(s) and 6(s) in terms of u(s):

43
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Writing y = x — £,6 then gives the transfer function

_&_(1—%)&—1

G(s) = u(s) - §2 (%SZ _ 1) .

. From the transfer function, the poles are at p = 0, £2. The +2 pole is asso-

ciated with the unstable motion. The relevant zero is at z = +1/ VI — (3/2)&o.
From Problem 3.17, the sensitivity function has a maximum of magnitude
p+z

lp—al’

which diverges for p — z. For the relevant pole-zero combination, this condi-
tion occurs at £, = 1/2. More carefully, Problem 3.16 shows that the feedback
bandwidth w, > p. But w, < z for an unstable zero. We can satisfy both con-
straints when z > p but not when z < p. Combining all these arguments, we
conclude that one must look at a point £, > 1/2 (more than halfway up the
stick from the hand).

max S =

3.15 Balancing a stick, with delay in applying feedback.

a.

For small deviations of a stick from the vertical, show that the equation of
motion with delayed PD feedback is 8(r) — (6g/0)6(1) = —K,0(t — 1) — K40(t — 7).
As in Problem 3.14, neglect the mass of the hand in your calculation.

. Inserting 6(r) ~ e, show that no choice of K, and Ky stabilizes the stick

for T > +/€/(3g). Thus, there is instability for ¢ < 3g7>. Hint: Write s = iw;
separate into real and complex equations; expand cos wt; and look for w roots
in 0 < wr < 7. A careful argument about the roots is subtle (Stepan, 2009).

. Whatever the controller, disturbances grow uncorrected over the delay time 7.

Use this idea to argue that £ < g2 implies instability. Experiments by Milton
et al. (2016) suggest that, in humans, 7 ~ 0.23 s, while i,;; ~ 0.32 m. Show
that these observations imply that uncontrolled disturbances grow by a factor
~ 20. Humans thus seem to use memory and an internal model to predict
motion.

Solution.

a. In terms of the scaling from Problem 3.14, the transfer function between u

and 6 is
3/2

s2/4_1u(s), = 0-40=06u.

0(s) =

That problem scaled time by wy = 2g/¢, which implies

. 38)\_.(3¢

9_4(5 Z)_6(2 5)”
. 6g ,
0(t)—(7)9(t) =-K,0(t — 1) — KgO(t — 1),

where the PD gains K, and Ky absorb all needed constants.
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b. It is convenient to scale time by the slightly different scaling t — +/6g/€t. In
this scaling, -0 = —K,0(t—7)— Kq0(1—7), with K4 redefined, too. Substituting
0(t) = 6y e* into the equation of motion leads to the characteristic equation

S —1+ K,e " +Kgse™" = 0.

At the threshold of instability s = 0 (real root) or s = +iw (Hopf bifurcation).
For the former case K, = 1. For the latter, we set s = iw:

—w? =1+ K, e T 4 Kyse T = 0.
Separating the imaginary and real parts of the w equation then gives

—Kpsinwt + wKgcoswt =0

—(1+ wz) + wKysinwt + Kycoswtr =0.

In matrix form, this is
-K, wKq\(sinwt\ ( O
wKqg K, J\coswr) \1+a?
sinwt) 1 -K, wKy 0
coswr)  KZ+w?K2\wKg Ky J\1+&°

1 wKy 5 wKy 20-1
S — 1+w?) = 1+,
Kﬁ*‘szg(Kp)( ) (Kp ( )

using the relation established by the identity sin® wr + cos? wt = 1,
K>+ w’Kg = (1+w’).
We are interested in the roots of the cosine equation,
Ky=(1+ wz)cosw‘r,

for K, = 1, its smaller possible value. Numerically, there is a positive root
w that approaches 0 for 7 ~ 1.4. Exploring the characteristic equation for s
numerically, it is easy to see that this root corresponds to a Hopf bifurcation
and that all other roots are stable. Thus, there is critical delay 7. and near that
delay wt < 1. This suggesting expanding the cosine:

sz(1+w2)(1—%w272+ﬁw47'4+--')
=1+(1—%Tz)w2+2—14(74—1272)w4+~--.

Recall for 7 = 0 that K, > 1. Then, for 7 > V2, there is no solution in the
range 0 < wt < 37t In physical units,

t ¢
c = 2 — = —_—.
T \/_"6g ,/3g

Filling in the steps we justified by numerical exploration turns out to be
complicated. See Stepan (2009) and the references cited therein.
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c. A disturbance at time t — T will not become known until time ¢. According to
the linear calculation, it will grow as

o) = 0t — 7) &7 Vos/¢ |

where 6(¢t—7) results from a disturbance a time 7 in the past. What counts here
is the growth factor, which magnifies any initial disturbance by exp{[‘r \/@]}
before the feedback can kick in. Milton et al. (2016) find that the sensory
delay 7 ~ 0.23 s and that the shortest stick (for experts, who had to remain
seated) was £ ~ 0.32 m. Inserting these numbers gives

0(1) ~ OBVEITOR 50
ot —1)
That is, for the shortest sticks that could be balanced, disturbances are ampli-
fied by a factor of about 20. Milton et al. (2016) take 20° as an indicator of
instability, suggesting that the relevant perturbations are roughly 1°, which
seems plausible. They also emphasize that the observed lower stick limit
is well below what would be expected from the PD argument given in the
previous section, ruling out that kind of control model.

If the mass M of the hand (or arm) plays a role, as arguably it might, we add
M to the x-equation of motion and find a revised critical stick length of
M+m
=(———) 3¢72,
¢ (4M + m) 87

which, for M > m, approaches ¢, = % g72. The factor of four reduction brings
the numbers closer to the experimental results based on PD control (Milton
et al., 2016).

However, we should also note that Milton et al. (2016) consider a model that
in addition assumes a dead zone, which can range from ~ 0.8° for a trained
expert stick balancer to 2-3° for a novice. In either case, we do not sense
small angular deviations below some threshold. Including a dead zone will
increase the minimum stick length. It is safest to conclude that the simple
model presented in this problem is a start and captures at least some of the
important physics, but “real stick balancing” likely requires a more detailed
model.

3.16 Control of NMP systems, 1. Non-minimum phase systems restrict the possible
feedback bandwidths. Consider an RHP zero and then an RHP pole (both real).
Apply the Bode gain-phase relation to the minimum-phase part of the system.
Decompose the loop transfer function L(s) = G(s) K(s) = Gmp(s) Gap(s) K(s),
where Gp,p, is minimum phase, G, is all pass, and K(s) is the controller. Let n be
the slope of the gain curve at the crossover frequency w*, defined by |L(iw*)| = 1.

a. Simple zero. For G, = £33, show that we must choose w* < z tan %, where z

is the position of the zero and where the phase lag ¢ = 71— ¢y + n7, with ¢,
being the desired phase margin. For ¢, = 90° = 71/2, the bandwidth w* < z.
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Simple pole. For Gy, = j%lp’, show that the minimum bandwidth to stabilize is

w* > p/tan . For ¢, = 90°, the bandwidth w* > p. Intuitively, to stabilize
an unstable system, the feedback must correct a perturbation faster than it
Srows.

Solution.

a.

Simple zero. The loop transfer function is L(s) = Gmp(s) Gap(s) K(s), and
L(iw*) = —1 at instability. Since we are considering fundamental limits, we
assume that the controller has zero phase shift at w*. Thus, we can write for
the phases

ng —¢—¢m=-m7,

where n7 represents the contribution of G, at the crossover (with n typi-
cally negative), —¢ represents the contribution of Gyp, —¢m the desired phase
margin, and —7t the instability condition. Thus,

p=Tt+ng —¢n.

The next step is to find the frequency delay ¢ due to the all-phase component
Gap-

. imiw (-0 -2iw
Gypliw) = — = ——
Z+ 1w 7t w

so that

tang = + 220 — 2w
LA Sy 1 —w?’
where in the last step we scale w — w/z and we switch the sign because the
problem implies that we have defined the phase delay ¢ > 0. Then

1
w? +2(—)w— 1=0,
ney
whose solution is

1 1V 1 | +1
W' =- + ( ) +1= + ik 4 :tanf,
tan ¢ tan ¢

Ctang  sing  sing 2

where we take the positive root because ¢ > 0 and w* > 0. Unscaling and
remembering that ¢ is the limiting frequency gives

w* <ztan¥.

. Simple pole. The story is similar.

s+p s+1 iw+1 - +2iw
G=—— > - =

bl

s—p s—1 iw—1 " w? + 1
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where we scale s — s/p. The phase is then

. 2w 2w
anmg=—-———=—,
¢ l-w? -1

which implies
1
tan ¢

with solution

.1 1\’ 1 1 cose+1 1
w = + +1= + — = N = 5
tang  sing sin ¢ tan %

which implies

* 1
@ >p(lan§)’

where we unscale w and where the inequality comes because the right-hand
side is decreasing with increasing frequency.

3.17 Control of NMP systems, 2. If pole and zero are both unstable, you are caught

between a rock and a hard place: the pole imposes minimum bandwidth require-
ments while the zero imposes maximum requirements. The sensitivity function

S = 11 then cannot be small at all frequencies. For L(s) = K(f%;) and p,z > 0,
show that

a. the system is stableif £ < K < lor1 <K < £;
b. the largest stability margin is s, = 22, for K = ;T”z (Hint: Look at the

prz’
Nyquist plot of the loop transfer function as a function of K.);

¢. the maximum magnitude of S equals or exceeds |S| = lﬁ—f;

Thus, poles near zeros make control difficult. Recall that S gives the sensitivity
to disturbances, with |S| = 1 being open loop. If |[S(iw)| > 1, then disturbances
at that frequency are amplified. An RHP zero and pole guarantees such a fre-
quency. And if they are close, you will do much worse (Astréom and Murray,
2008).

Solution.

a. Stability conditions. The instability threshold is at L(s) = —1, which gives the
equation

- Kz —
KZ al =-1 = s = ‘ p.
s—p K-1

The root is real and stable (s < 0)for 1 < K < p/zor p/z< K < 1.
b. Largest stability margin. Let’s first consider z < p. Then, a quick plot of
the Nyquist diagram (or a proof....) shows that the Nyquist plot is a circle
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3.18

whose center lies on the real axis of the s-domain. See below. The zero- and
infinite-frequency loop gains are

N E

T —@— p=3

K=1/2

3
5 1/ s p=1/3

L(0) = _Kz L(0) = -K .
p

The stability margins are just the closest distance between the critical point
(—1) and the transfer function curve, in the s-plane. This distance is then the
minimum of (-K, —1) and (-1, -Kz/p) for z < p and similarly for the other
case. The largest stability margin will occur when the left and right margins
are equal (the bottom case in the plots at left). Thus,

2p

—1+K=—K£+1, = K=——.
p pt+z

The margin itself is given by s, = -1 + K = %. Doing the z > p case gives
P

p:é, giving the absolute value.
1

Sm = —

c. Sensitivity function. S = —= is maximized by minimizing the denominator.

1+L
But the stability margin is the point where L is closest to —1, meaning that

max S occurs at the frequency that gives s;,, which means here that

1 +
maxsS = — = P Z.
Sm |P—Z|

Flexible string transfer function. A string supporting transverse waves y(x, t)

of unit velocity is driven at one end, ¥(0,f) = u(f) and free at x = 1.
Show that G(s) = 48 - coshsl=9 g ap observation point 0 < x < 1.

u(s) cosh s
Plot the magnitude of frequency response for x = {0

structure.

11

»5>73» 1}, and discuss its

Solution. The one-dimensional wave equation for transverse displacements of a
string is

Oty = Our, O,0=u),  d(l,1)=0.
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Because we are interested in steady-state response, we do not need to worry
about the initial condition. Let us first Laplace transform all the equations in
time:

Ot =%, WO =u(s), Il =0.
Solving for ¥ (x, s) gives
Y(x, s) = a(s) e +b(s) e™** .
The boundary condition at x = 0 implies
¥(0, s) = a(s) + b(s) = u(s).
The boundary condition at x = 1 implies

Ow(l,s) = sa(s) e’ —sb(s) e* =0, =  b(s)=a(s) e
u(s)

= a(s) = T3

Then

l//('x7 S) _ e_s SX es —S5X

G(s) = =
() u(s) e s +ef e s +ef ¢

e—s(l—x) + es(l —X)

e +ef
_ cosh s(1 —x)
~ coshs
The complex frequency response is
Gliw) = cosw(l — x) .
cos w

Note that in physical units w — wL/c, where L is the domain size and ¢ the wave
propagation speed.

Now we consider this response for several observation points x. A first point
to note, in general, is that there is no x dependence in the denominator, only
the numerator. This means that the poles, which satisfy cosw = 0, or w = jm/2
(j=1,3,5,...), are the same for all cases. But the position of zeros will depend
on the observation point x.

e x = 0. Then G(iw) = 1: the observation point is locked to the excitation and
follows it exactly, at all frequencies.

e x = 1. Then Giw) = 1/cosw. There are no zeros. The derivative d,G =
sin w/ cos® w vanishes at w = n7, with n an integer. At those values G(inm) = 1.

e x=1. Then G(iw) = (cos w/2)/ cos w and d,G ~ (3 sin Zw+sin 2L w), implying
that the numerator vanishes at w = jm, with j = 1,2,.... Unlike the x = 1,
though, there is a zero only when w = 7,37, 57, .... At the even values of n,
the denominator also vanishes. L’Hopital’s Rule then implies G = 1 at those
values.
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e x = 1. Then G(iw) = (cos 3w/4)/ cos w and d,,G ~ (7 sin Fw + sin ZFw). When-
ever w = 0, 47, 8,. .., the derivative equation vanishes, leading to a minimum
with G = 1. On the other hand, the numerator vanishes when w/m = 3,2, §,
etc.

Below are magnitude response plots illustrating the above results, plotted
using linear frequency to emphasize the periodic nature of the poles at w = j7,
for j an odd integer.

A A

0.0l

AN A A L
wl YL YL N

100

x = 1/4

Gain

0.0l

Angular frequency ®/ T

Finally, we note that if x is a rational fraction, then sois 1 —x. If 1 —x =
k/¢, with k and ¢ both integers, then there is a zero at w/m = €/(2k). Again,
the actual response can be rather complex, for x not close to a “nice” fraction.
Physically, the zeros result from interference between direct and reflected waves.
Because they require a delicate cancellation, they are extremely sensitive to the
observation point x (and frequency w).

3.19 Zero cancellation. To see why cancelling a zero is dangerous, consider G(s) =

S+z : _ _KG _ 1 :
TGO Find a controller K(s) such that T(s) = 1gz = ey S the

closed loop transfer function. What goes wrong?

Solution.

o 1) G+ p)(s+p) 1
Ko=0 (T-l—l)_ s+2 (s+p)(s+p)—1~
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3.20

3.21

If you have an RHP zero, you would be adding an unstable pole. If the cancel-
lation is not perfect — and it never is — then you will have unstable dynamics. You
may also have unbounded internal signals. See the discussion in Section 3.5.3.

Synthesizing a PID controller. Example 3.5 used pole placement to synthesize
a controller K(s) = % for the undamped oscillator G(s) = ﬁ Repeat the

i .. 2

controller synthesis using a PID form, K(s) = M

a. Find Kp, K;, and Ky.

b. Plot the input disturbance response and controller input for the two con-
trollers.

Solution.

a. The three coefficients are K, = 26, K; = 27, Kq = 9.

b. Controller synthesis. Below, we plot the response y(¢) to a delta-function input
disturbance and the corresponding controller signal for the original PD con-
troller (dotted lines) and the PID controller synthesized here (solid lines). We
see that the response is faster but requires more control effort.

0.3

y(©)

s,
~,

0.0 N\

0 time 5

Rejecting an output disturbance. For G = ]LH and d(z) a sinusoid of frequency w:

a. Design a controller K(s) to reject d(¢). Try choosing the controller to make

the output y(s) = M) \where d(s) = Z38 Why is this a “nice” form for y(s)?

G+w)? >

b. Calculate the time response of the output, y(¢), to a sinusoidal input, d(z), of
the form described above. Plot y(¢), d(t), and u(z), as shown at left for w = 1.

c. Investigate the output when d(¢) = sinwgt has the “wrong” frequency. For

wq = w(1 + €), show that y(f) converges to € cos wt + O(€).

Solution.

a. For an output disturbance,
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From the discussion in the book, we choose a controller proportional to the
denominator of d(s). We include a factor of G~! to “cancel” the dynamics,
too. This leads to

G! Ko(s)(1
K(s) = Ko(s) 9% = K009

The output-disturbance sensitivity function S is

S(s) 1 2+ w?
s: = = .
1+ KG 1+% s2+w2+K0(s)

The Laplace transform of a sinusoidal disturbance d(f) of unknown ampli-
tude and phase is

Na(s) _ sd(0) + d(0)

d(s) = Da(s) ~ $*+w?

The closed-loop response to the disturbance is then

sd(0) + d(0) sd(0) + d(0)
¥s) = §()dls) = 2+ +Ko(s)  (s+w?

where the last form arises if we choose Ky(s) = 2ws. Notice that

s[sd(0) + d(0)]

y(tﬁm):limo (s+w)2 =0
and
. s[sd(0) +d(0)]
y(it — 0) = SILIEO —(s e =dp.

The complete controller is then

K= (1+ 5)Qws)
s2 + w?
which is biproper (K — 2w as s — ).
. The expected time response for d(f) = sinwt is y(f) = wre ™, which is
quite satisfactory. Solving for the control u(s) = —K(s)y(s) analytically (but

numerically would be ok, too), we find
u(®) = w[l - (w- D]l e™ —wcos wt — sinwt,

which, after a transient, oscillates in order to cancel the disturbance, as
plotted in the text.

. It is straightforward, using symbolic manipulation, to find the solution when
the controller is designed for a disturbance sin wr but the actual disturbance
has a different frequency, sinwgt. Ignoring the transient terms, we find a
steady-state periodic response

2_ 2
W - wj

(? + w§)2) |( = @) sin (wat) = 2wwg cos (wan)] -

Yss(t) = (
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For a disturbance of frequency wq = w(1 + €), this reduces to
yss(f) = €cos wt + O(?).

This O(e) sensitivity is typical of naively designed feedback (or feedforward)
compensation. In Chapter 9, we will see how to design controllers that
increase the response order to O(e"), making it more robust to any mismatch
between the designed and actual frequencies. (See, e.g., Figure Figure 9.2.)
Robustness will require more control effort — bigger u(¢). Nothing comes for
free!

3.22 Autotuning a PI controller.

a.

. Consider a second-order system with delay, G(s) =

Argue that relay feedback, Eq. (3.80), leads to output oscillations of period
T., with critical gain K. = 4u,/(ma). Here, u, is the amplitude of the relay
feedback and a the amplitude of the output oscillations. Hints: At instability,
the loop gain L(iw.) = —1. Why does only the first harmonic of the square-
wave matter?

Ty Simulate the out-
put responses y(z) for both proportional control near the instability threshold
and relay feedback. Show that both lead to K. ~ 20 and T, ~ 14.

. Implement the PI Ziegler-Nichols rule and evaluate the closed-loop response

for step command and for step input disturbance. Find PI parameters that
are better than ZN. Then explore the full PIDF architecture. Reproduce the
step commands at left and their associated u(z). Plot the response to input
step disturbances, too.

Solution.

a. In steady-state oscillation, the input u(z) is a square wave of amplitude u, and

frequency w., whose Fourier series is

4\ < sinnwet
u(t)—ur(%) Z —

n=1,3,...

The response is essentially just a sine wave of frequency w,, because the ampli-
tudes of higher harmonics are smaller at input (going as 1, % ...) and smaller
again at output (because the transfer function of physical systems becomes
small at high frequencies). We can thus think of our relay feedback as being
equivalent to a sine wave of frequency w, and amplitude %ur. This kind of

approximation is sometimes called describing function analysis.

The second point is to argue that since the loop gain L(s) = KG(s) equals —1
at instability, the frequency w, is the same as in proportional feedback. They
are both ways of getting an instability with Liw) = —1.
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The last point is to realize that since the input amplitude is %ur, we must have
2, = Kea in order to have |L(iw)| = 1. Thus,

K, =2
Ta
. For the “critical-gain” method using pure proportional feedback, I find K. =
20.67 and T, ~ 14.2. The method is to compute solutions for different gains
and to look for the case where the oscillations neither grow nor decay. For
relay feedback, I find K, ~ 19.2 and T, ~ 14.9. Remember the factor of
4/m to convert the amplitude of the relay output to the amplitude of the first
harmonic.

You can also easily find the threshold for proportional feedback by solving
the threshold condition L(iw) = —1. Here, this implies

K e—iw

. =_1’
1 -100w? +20iw

or
K e =100w* - 1 -20iw.
Isolating real and imaginary parts then gives two equations,
Kcosw = 100w -1, Ksinw =20w.

Solving these transcendental equations simultaneously (using a nonlinear
rootfinder routine) gives K. ~ 20.671 and T, ~ 14.17, consistent with the
values found by direct numerical investigation of the solutions for different
gains.

Arguably, though, finding the analytic threshold is not in the spirit of this
problem. The point is that you have an unknown system and want to estimate
K. and T.. We are comparing two different feedback algorithms (propor-
tional control and relay control) that both give estimates of the quantity. The
proportional feedback algorithm is accurate but slow, whereas relay feedback
is quick but approximate. Usually, approximate values are fine. (The estimate
of K. was off by 7% in this case.)

. Using K. = 20 and T, = 15, the Ziegler-Nichols parameters are K, = 8 and
T; = 11.2 (equivalently, K; = 0.71).

Playing around, I found K, = 1.86 and K; = 0.08, much lower gains! Notice
the two time scales in the relaxation of the disturbance to equilibrium. One is
from the proportional response, the other from the integral. We would want
to increase the integral term to make disturbances recover more quickly, but
we cannot because the controller would have too much lag, destabilizing the
proportional part of the response. To do better, we need a controller with
more parameters and a more complex frequency response.
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For PIDF, I found K, = 4, K; = 0.2, K4 = 20, and #; = 1.2, where the form is

K; Kgs
K(s)=K,+ — + .
() Prs s+l

We see how adding more parameters improves the results markedly, albeit at
the cost of increased control input magnitude. Note that the filtering term
is needed to make the input requirements more reasonable. If the command
is a step function, as here, then differentiating the response creates a delta
function spike in the required input. Filtering softens this. See the collected
plots for all the cases below.

Step response Disturbance response Actuator input
Ziegler- 2 7 Aa 0.2
. VAR YA 1
Nichols 0 L 02
| ey = 0.4
PI 1/ ~Open-loo 1
0/ PSP 4o
I 0.4

PIDF 1 t ; 1 1
0¥y 0.0 f——r (Ble—
0 50 100 0 time 100 0 50 100

3.23 Analysis of a two-sensor system. For the split-PI example of Section 3.8.1:

a. Derive the closed-loop transfer functions of Egs. (3.81), (3.82), and (3.83).

b. Reproduce the step responses for all three cases.

c. For K, = 5, why is there no instability in Case 1 for any K;? For Cases 2 and 3,
find the instability threshold K" and oscillation frequency w” at onset, again
fixing K, = 5. Do this part analytically or numerically.

Solution.
a. Transfer functions. The first two follow the simpler rule,

Direct

Transfer function = ———
1+ Loop

discussed previously. We need to derive the third relation, where
Ki
u=Kyr—Kpy — = Y2
with K,; = K, + Ki/s. We write y; = Giu and y, = Gy, so that

K.
2 = G1G2Kpir — KyG1Gayr — TlGleyz +G1Gad

K;iG1G, GGy
= = T r+ I d,
K,Gy + T‘G]Gz K,Gy + T‘GIGZ

where we substitute Gy, = y, to put the first line entirely in terms of y,.
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b. Step responses. With proper software, you just need to input the transfer
functions and ask for the step response directly.

c. Instability thresholds. For Case 1, the system and controller are both first
order, so that the closed-loop system is second order. Since a second-order
system achieves a phase lag of —180° only at infinite frequency, it can never
be unstable.

Cases 2 and 3 are straightforward to solve in a symbolic-manipulation pro-
gram. Requiring the real and imaginary parts of the denominator to vanish,
we find

i. Case2: K' =18and w* = 3 = 1.5.

ii. Case3: K7 =63 and w" = \/; ~ 1.87.
We can apply significantly higher gains in Case 3 before instability sets in.

3.24 Fixing the shower. Slightly altering the “shower” transfer function Gy, given

in Eq. (3.101) turns an impossible control problem into a straightforward one.
Consider G}y, = (/573 14113)), which differs from the expression in Eq. (3.101)
in that the DC cross gains equal % rather than 1. The control goal is a good step
response (e.g., to step rapidly the outputs from 0 to y; = 1 and y, = % using

inputs (i1, up) € (—10, 10)).

a. Make a singular value plot. Show that the condition number still diverges
at s — oo but not at s — 0. Why is a high-frequency divergence allow-
able but not a low-frequency one? Can your computer program compute
a step response in the time domain? Find a fix that leads asymptotically to
the correct DC outputs.

b. Try to improve the controller by canceling a pole or zero in the inverse.
Remember “tweaks” such as lag and lead.

At right are step responses for the modified-shower problem. Reference signals
r; and r, are given steps of (1, %). Asymptotically, the outputs y; — r; and

y2 — .

Solution.

a. Singular value plot. The intention was to generate a graph, as shown at right.
It turns out that the singular values have a nice analytical form (as given by
Mathematica):

[ 9+4w?
Yox = — =
o(w) TS g(w) = V14 + 5% + w*

From the graph below and from the explicit algebraic expressions, we see
that the condition number y = o/c diverges ~ w at high frequencies. A diver-
gence at high frequencies is acceptable, as any feedback system will have finite
closed-loop bandwidth. By contrast, a divergence of the condition number at
low frequencies can be disastrous, as we saw.

Amplitude
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b. Naive try. The inverse to Gy, is

25+3 25+3

_ (s+D*(s+2) (s+1)(s+2)>
25+3 2s+3

(s+DG+2? s+ DA(s+2)
-1 _
Gsh - ]

whose elements ~ w? at high frequencies. To be realizable, a controller must
not diverge. Thus, our controller must have a denominator of order at least 2
to be realizable. In other words,

K (1 0\ ., _
K(s) = ?(0 1) G, 7'(s)

does not work because Kj/s reduces the order by only one. Thus, we need to
add another power, for example K;/s> or we might try to cancel the common
factor of 2 + 5. For example, we can try Kj/[s(s + 2)].

Remember that the above statements hold even though the whole loop
K(s)G(s) would be ok (since G cancels its inverse). But the controller needs
to generate the signal before “cancellation” can occur.

. Best effort. My best result was using a lag compensator to tweak. The transfer

function

(1452 3 10y .
Ks) = (1 + s/20) (s(s+2)) (0 1) Gan

gave the step response in the problem, above.
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Problems

4.1

Controllability of nearly identical systems. Consider two first-order systems with
relaxation rates 4; = 1 and A, = 2 that are driven by identical inputs (Eq. 4.7).
Find an input u(r) that takes the system from an initial state xo = ({) to a final
state x, = (1), for 7 = 1. Plot your solution. Hint: Try a step function with two
parameters.

Solution.
We need to find a solution x;(1) = x,(1) for

X1 _ -4 0 X1 1 X =-Aixi+u
(x'z) - ( 0 —/12) (XZ) " (1) S N

with initial state (z = 0) and final states (7 = 1) given by

x_xl(O)_O x_xl(l)_l

" @) o) " lum) 1)
There are an infinite number of ways to do this. A basic requirement is that
there be two free parameters, since we are trying to fix two conditions (x; = x;

at 7 = 1). One simple route is to use piecewise constant u(¢) functions. Let us try
the simple form

—uy 0<t<7y
u(t) =
+uy To<t<l

We can explicitly integrate the x; and x, equations (they are the same, substitut-
ing 2 for 1, etc.) Denoting x;, by x(f) and 4, by 4, we get

o ‘T”O(I—e‘ﬁ’) 0<t<1o
x(1) =
(1= i) @A) (] — gy g <r <]

After a certain amount of playing around, I found the solution illustrated at
right, where 4y = 3.8 and 79 = 0.405 works for 4; = 1 and 1, = 2. Again,
we emphasize that we use the same u(f) for both x;(r) and x,(¢). It is possible
to find explicit algebraic solutions for uy and 7y in terms of 4, ,, etc., but the
main point here is to understand intuitively how a solution works and why it
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is possible. Similarly, although I found my solution by an iteration of varying
coefficients and looking at the results, you could easily make such a procedure
more systematic by formulating it as a nonlinear system of equations and using
a general numerical solver to find its roots.

Finally, remember that you may not be able to generate the required values of

u(t). Any real input has saturation limits (cannot go outside a given range). This
is a kind of nonlinearity and puts us outside the framework of linear equations.
Prescribing a path in state space. A system may be controllable, but that does not
mean we can make it follow a desired trajectory x(¢) in state space.

a.
b.

Show that you cannot prescribe a path for the system defined in Example 4.4.
Consider the undamped oscillator with torque control, X + x = u. Following
Example 4.1, find and plot u(¢) that leads to the desired trajectory xq(t) =
2(t/7)*>—[1-2(t/7)*10[2(t/7)—1], which is sketched at left. Verify by integrating
the differential equation numerically that your u(¢) produces the desired x4(?).

Comment on the required control effort for 7 — 0, with fixed x, and wy.
Can you give any intuition about why the second case works but not the first?

Solution.

a.

The dynamical system from Example 4.4 is

X1 _ -4 0 X1 1 X1 =-Aix1+u

(x'z) _( 0 —/12) (xz) * (1)u(t) = % =—butu
If did not care about x, (), we could specify a desired x;(¢) and invert to find
u(t) = x; + A1 x1. We could also do the same for a desired x,(¢) if we did not
care about x;(¢). Clearly, we cannot specify the two functions independently!
Again, keep in mind that the system is controllable and that Problem 4.1

showed that we could specify that the system reach an arbitrary point (x;, x,)"
at an arbitrary time 7. That is much less demanding than asking it

. In other cases, we can indeed invert the dynamics. Here, the first derivative of

the prescribed path is

' 4 0<t<3
Xg =17
‘—‘(l—ﬁ) I<t<rt.

The second derivative is
{% 0<t<?
. _ T 2
Xd = 4 T
-z 3 <t<T.
Then, u = X4 + x4 =

M02{§+2Gf 0<t<Z

~det-2(1- 2] ger<r,
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For x;, = 7 =1, we plot

4 4272 0<t<4%
) =

=3-2(1-1* 1<t<l1,

Numerically integrating the second-order equations with the above u(r) as a
forcing term reproduces the solution exactly.

. The amplitude of control required goes as 1/7%, which diverges as 7 — 0.

Because the range of u is always limited, we cannot ask for trajectories that
vary too rapidly.

. An intuitive explanation is that in the first case, we have two first-order equa-

tions of the form x = —Ax + u(¢) that have a single control. The two elements
of the state vector can be specified independently as x;(f) and x,(¢), but we
have only one control function, u(¢). In the second case, X + x = u, we specify
x1(t) = x(¢) but then we have no choice about the other component of the state
vector, x;(f) = x(¢) is determined once x;(¢) is given. Thus, we really have only
one independent function x(¢), which maps to a single function u(z).

There is a general theory, differential flatness, that examines conditions for
when the nonlinear system x = f(x,u) and y = h(x,u) may be “inverted” to
give u as a set of simple derivatives. (Notice that we do not have to solve any
integrals in the harmonic-oscillator case.) For a very brief description, see
Astrém and Murray (2008) and for a more mathematical explanation, draw-
ing on the differential-geometry formulation of Section 11.1.5, see Lévine
(2009).

4.3 Nonlocal control. If there are fewer control nodes than state variables — and there
usually are — then moving the system from an initial state x, to a final state x,
may require a finite-length trajectory, even when |x; — xo| = ¢, and ¢ — 0. To
illustrate this nonlocality of control trajectories, see the dynamics at right, which
depict a kind of shear “flow” that is directed down for x; < 0 and up for x; > 0.

a.

b.

At right, x| = u, X, = x; + u. Write these equations in the form x = Ax + Bu.
Calculate analytically e?’, e4’ B, and the Gramian P(1) = fOT dteA' BB eA™.
Show, by substitution into the general solution, x(f) = eA'xy +
fol dr eAT") Bu(t'), that the control u(r) = BT eA' ™) P~!(r)Ax brings the ini-
tial state at ¢ = 0, x, to the final state at 7 of x,. Here, Ax = x, — e47 x. See
also Problem 7.9.

Show the above formula gives u(r) = 0.126(¢ — 5) and moves an initial state

(§) = (L), with £ = 0.5 in a time 7 = 10. Reproduce the plot at right.

This problem is adapted from Sun and Motter (2013).

Solution.

a.

The vector form of the equations is

(o) = (0 o))+ (1)
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Then

0 0\/0 O 1 0
2 _ _ At _ —
A _(1 O)(1 O)_o — _Mt_(t 1)

1 0\(1 1
At p _ _
© B‘(z 1)(1)_(1+z)
The outer product e’ B BT eA"" is then

1 1 1+t
(1+t)(1 1+t):(1+t (1+z)2)

Integrating gives the Gramian:

T 1.2
T T T+ 5T
P(r)= | dte* BBe*' = | 2 521 5]
0 T+ 3T T+HT + 3T

Thus,

b. The solution x(7) is given by
x(t) = e xg + fo t dr’ e Bu(t').
Defining Ax = x, — 47 x,, we have
Ax = fo "y AT Bu(t').
Then, with u(f) = B" ¢4 P~1(r)Ax, we have

.
’ T ’
x(1) = e xy + f dr AT BB A ) pl()Ax
0 u(t')
.
’ T 7
= e xg + f d' e*™ B BT e ) (P7(1)Ax)
0

= e xy + P(r)P N (1)Ax

e xo +x; — e xg

=X:.

Later, we will see that this choice of u(¢) minimizes the control effort,

SEf drii®(@).
0

c. Evaluate numerically. Note that since X; = u, any trajectory with x;(7) = x;(0)
satisfies fOT dru(t) = 0.

Pole-zero cancellation. In Example 4.9, we explored how the different input-

output connections between two transfer functions can lead to different issues

(loss of controllability vs. loss of observability). Verify the following:

a. Check the state-space forms for G| and G;.
b. Show that the 12 and 21 series connections lead to different 3d systems.
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c. Show that if you start from either the 12 or the 21 system, you derive the same
transfer function (= GG, or G,Gy).

d. Write down the observability and controllability matrices for the 12 and 21
systems, and verify that 12 is uncontrollable and 21 unobservable.

Solution.
You should use a symbolic-manipulation program to do this problem!
a. Use the controller-canonical form, Eq. (2.59).

b. Straightforward.
c. Using G(s) = C(sI — A)™' B gives

(s) =
(p— )7
in both cases.
d. Controllability and Observability.
For the 12 connection:
0 1 2p 0 0 1
W.=|1 2p 3p*|, W, = - I «
o 1 2p -p?—-a* 2p o
Det W, = 0 and det W, = (p — ).
For the 21 connection:
1 «a a? 0 —a 1
W.={0 O 1 , Wo=|1 -p? 2p—«
0 1 2p+a 2p -p*Q2p-a) -p*+2pQ2p-a)

Det W, = —1 and det W, = 0.

Zeros with more actuators and sensors. In Section 4.1.3, we saw that if the state
vector is n dimensional and there are either n independent inputs or outputs, the
transfer function of the enlarged system cannot have a zero. Here, we verify this
in a simple example. Consider the transfer function G with a single RHP zero,

s—=2 0 1 0
o=t = a=(] ) B=(]) c=(2 ).

Now consider a second input or output, by taking B" = (49) or ' = (3 1).

a. Keeping the original A and C, consider the new inputs B’ and show that the
1 x 2 transfer function matrix has no zeros. Recall that in a MIMO transfer
matrix, a zero is a value of s for which the transfer function matrix loses rank.

b. Repeat the calculation for the case where you keep A and B and use C’.

c. Why do the above conclusions become invalid if b or ¢ = 0?
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Solution.

a. Adding an input changes the input coupling matrix and leads to a 2 x 1
transfer function matrix:

r_ b 0 _ 3-2 s=2
B—(O 1), = G&=0E =)

We see that, for b # 0, no value of s makes G lose rank (go from 1 to 0). This
contrasts with the situation with one input, where the zero at s = 2 makes the
single transfer function vanish (also rank 1 to 0).
b. Adding an output changes the output coupling matrix and leads to a 1 x 2

transfer function matrix:

52

(s=1)

CW]

We see that, for ¢ # 0, no value of s makes G lose rank (go from 1 to 0). This
contrasts with the situation with one input, where there is a zero at s = 2
makes the single transfer function vanish (also rank 1 to 0).

¢. When b is zero, one component of the transfer-function matrix is always zero,
which causes a MIMO zero when the other component vanishes at s = 2. The
argument is the same for ¢ = 0.

/__2 1 —
C—(O C)’ = G(s)=

Feedforward gain for constant output. For the SISO system ¥ = Ax + Bu, y = Cx,
show that choosing u = —Kx + k.7 leads to y = rif k, = =[C(A — BK)"'B]~".

Solution.
X =Ax + Bu, u=-Kx+kr, y=Cx
Substituting and looking at the steady-state solution, we have
0=(A-BK)x+kr = x=—-(A-BK)'kyr = y=-C(A-BK)'kr
Then, to make y = r we set k; to
-1
k= — .
C(A - BK)'B
Noise-tracking tradeoffs for observers. If observer gains are too low, the observer
states will not track the state vector well. If the gains are too high, too much

measurement noise will be injected into the system. Here, we show this tradeoff
explicitly.

a. Add measurement noise &(¢) to the observer equation for the dynamical
system:
X =Ax+Bu, y=Cx
X = A% + Bu+ L[y(t) + &) — $(1)] .

Take the Laplace transform of the error dynamics (e = x — %), keeping the
initial value term to give e(s) as the sum of two terms, one proportional to
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e(t = 0) = ¢y and one proportional to £(s). Argue that large values of L make
the initial-value term decay quickly but will simultaneously keep the noise
term large.

b. Specialize to the first-order system x = —xandy = x + £ = x + & sinz. The
sinusoidal “noise” is a simple stand-in for stochastic noise, which would be
the sum of sines of all frequencies and with random phases. Solve for the
Laplace transform of the observer error, e(s), in terms of the initial error ¢
and &.

The “best” value of observer gain ¢ balances the convergence rate of estimator
errors against noise injection. One missing ingredient is the notion that distur-
bances continually inject new state-estimation errors, which the observer must
try to remove. Here, an initial error ey will decay away for all values of ¢ so
that an observer would not be necessary for long-time estimation. Continuously
injecting new disturbances into the dynamics highlights the role of £ in balancing
the rate that the observer removes disturbances against noise injection. See the
Kalman filter in Chapter 8.

Solution.

a. Transfer function. The error dynamics for e = x — & are given by
é=(A-LCe- L&D).
Now, we Laplace transform this equation, keeping the initial-value term:
e(s)=(sI-A+LC) 'e(r=0)— (sI - A+ LC)"'L&(s).

Thus, if we choose L so that the eigenvalues of A — LC have large decay con-
stants, we will have large values for the matrix L, which will enhance the
right-hand term. (In one dimension, the factors of L would cancel out, but in
higher dimensions, the different terms are likely to generate a larger factor in
front of &(s).)

b. First-order example. In the example, A = —1, C = 1, and the observer
equation is

E=—%+00—9) =%+ L(x+&sint - %).
The error dynamics for e(¢) = x(¢) — X(¢) is then

e =—e—{l(e+&sing)
&
1+ s2

e t&o
s+1+¢ A+s2)(s+14+0)°

se(s) —eg = —(1 + )e(s) —

e(s) = —

Again, we see qualitatively that for small ¢, initial errors decay slowly, but larger
¢ increase the effects of measurement noise, making e — —&.
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4.8 Observer-based feedback for the harmonic oscillator. In Example 4.13, we set up
a structure for an observer-based control of a harmonic oscillator.

4.9

a.

Write down the coupled system plus observer. Include a feedforward gain to
make a step command go to the right value. Design the controller to have
poles (-2,-2) and the observer to have poles (—10,-10). Give numerical
values for the controller (K), observer (L), and feedforward (k;) gains.
Reproduce the numerical responses at left for an impulse disturbance and step
command. Use discordant initial conditions: £(0) = (}), but x(0) = (J)

Solution.

a.

b.

We reproduce the state-observer equations from Eq. (4.68) for the combined
state vector (§):

(e~ (e ammweno) () () (o) >=(c o)

In the present case, this gives the four-dimensional dynamics,

x) (0 1 0 0 \(x1) (0 0
d X2 -1 0 —k1 —k2 X2 kr r
dix|_ . 4.
alu| o o 4 1 |z o o (d) (4.88)
B 6 0 Cl-ki-6) k) &) &k o
with
C=(1 00 0. (4.89)

For controller poles at (-2, —2), observer poles at (=10, —10), we find, using
the built-in Mathematica routines for pole placement,

20

K=(3 4), L=(99

), ke = 100.

The plots are for u = (4,) and u = (°").

Stabilizing an inverted pendulum forced by a torque.

a.

For small displacements about the vertical, show that the scaled equations of
motion have A = (¢ }) and B = (9).

b. Check that {A, B} is controllable.

@

Assuming a known state vector, design a feedback law u = —Kx to stabilize
the vertical fixed point with eigenvalues (—1,—1). Find the gains K; and K,.
If you measure only the position, C = (1 0). Show that {A, C} is observable.
Design an observer with dynamics (-2, —2).

Design a combined observer-controller that regulates the system about ().
This regulator is a four-dimensional system. Find the state-space matrices
{Aoc, Boc, Coc} using an input torque disturbance d(¢) as input and the angle
6(t) as output.
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g. Find the transfer function Kop(s) for output control (y — u).
h. Plot {6, 8} and {6, 6} for an impulse input disturbance [u(r) = 6(1)].

Solution.

a. Equations of motion for perturbations about vertical. In Ch. 2, we showed that
the scaled equations of motion are

0 +sin8 = u(?),
Setting 6(f) = 7t + x;(¢) and 6 = x, and expanding sin 6 about 7, we have

d(x\_(0 1\ (0
alo) =0 o) () o

—_——  ——
A B

b. Controllability.

W.=(B AB)= ((1) (1))

Since det W, # 0, the matrix is full rank and thus {A, B} is controllable.
c. Full-state control. The matrix A — BK is given by

1 o)-()m )= % )

which has eigenvalues that are the roots of
S2+K2S+K1 -1=0.

We want to choose K; and K, so that the eigenvalues are (—1, —1). Expanding
the desired characteristic equation of (s + 1)> = 0, we have

s$+2s+1=0,

and matching coefficients gives K| = K, = 2.

d. Observability.
C 1 0
WO_(CA)_(O 1)’

which has det = 1 and thus is full rank. Hence, {A, C} is observable.
e. Observer. The matrix A — LC is given by

0 1 4 —{ 1
(1 o)_(é)(l 0)= (1 —152 0) ’
which has eigenvalues that are the roots of
sP+ls+0-1=0.
We want observer roots (-2, —2) and thus to match
s +4s+4=0,

which gives £; =4 and £, = 5.
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f. Observer-controller. We have

A:(? (1)) B:((l)), c=(1 0, L:(:), K=(2 2).

From Eq. (4.68), the combined observer-controller has a 4 x 4 closed-loop
dynamical matrix given by

01 0 O
A (A -BK 1o 2
“7\LC (A-BK-LC)) [4 0 -4 1
50 -6 -2
0
B 1
Boc:(o): 0 N COC:(C O)z(l O 0 0)
0

g. Controller transfer function. From Eq. (4.69), the transfer function Ky,(s) is
given by

18(1 + 5)

Kob(5)(s) = [K(sﬂ - A+BK+LCO)™! L] ek TwT

as found using a computer-algebra program. We would use this one in a
“real” controller, as it takes directly the output y and produces the input u to
be supplied to the physical system. (We would convert to the time domain, of
course.)

h. Impulse response. See below for the responses. The system responses are
the solid lines, and their estimates are denoted by dashed lines. (a) records
6(r) and A(r). (b) plots 8(r) and 6(r). We assume that the initial conditions
are identical for system and estimate (as they would be, approximately, if the
estimator had been running a while before the disturbance hits). Notice in
(a) that @ initially lags the true 6. This makes sense: it takes a while for the
estimator to realize “where 6 has gone, and then it revises the estimate to
track it. In (b), the initial disagreement is far worse. There is no way for the
estimator to realize, at first, that the velocity has instantaneously changed.
Again, it quickly “figures it out” and the estimate also converges to the true
angular velocity.

Normally, these calculations should be done numerically. This problem
turns out to be simple enough that there are reasonable analytic expressions.
Indeed, using a computer-algebra program, we find, for ¢ > 0,

0(t) = e (6t + 14) +e7'(9t = 14)  B(t) = e ¥ (5t + 14) + e7'(91 — 14)

0t) = e (51 + 14) + €791 — 14)  6() = e (141 + 23) + (91 - 23),
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and these are what we actually plot below.

R T 1 b T 1

2 Time t 1Y 2 Time t L

‘| Displacement x

4,10 Canceling a sinusoidal disturbance. Following Section 4.3.3, explore a sinu- 0/ \/
soidal disturbance that affects a first-order system. Calculate the displacement |
x and the disturbance position x4 and their estimates £ and £4. Remember that 2-  Disturbance x,
Eq. (4.79) describes a 6 x 6 matrix. Reproduce the plot at right, using A = —1, l z
B=C=1,A4.=(%}),Ba=(}),Ca=(1 0)and K =2, L = 4. Choose Lg so
that the poles of the disturbance observer are at (—4, —4). Initial conditions are
x(0) = =1, x4 = (}). The initial conditions for the estimators £ and &4 are zero.

Solution.

Choosing L4 so that the poles of the disturbance observer are at (—4, —4) leads
to Lg = (). We can get this directly from standard pole-placement routines or
matching coefficients, but they are easy to find directly:

as-naca= (O 3)-(0)0 0=(0, o)

The characteristic equation is

A+ DA+ +6) =P +0A+6+1=0,

A= —%[51 + O =4l + 1)] .

For ¢, = 8 and ¢, = 15, the roots are at (—4, —4), as desired.

which has roots

A  BCq -BK -BC4
oo 0 A 0 0
T LC 0 (A-BK-LC) 0
LiC 0 ~LsC Aq
-1 1 0 =2 -1 0
0 01 0 0 0
o -10 0o o o0
14 0 0 -7 0 0
8 0 0 -8 0 1
15 0 0 —-15 -1 0
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The initial condition is x(0) = —1 and x4(0) = 1, with all others zero. In the big
state space, this is

1

1
Xp = 0 .
0
0
0

Note that there are no inputs: the initial condition x(0) is enough to generate

the non-trivial dynamics shown in the graph via x(f) = e4vs’ x(0).

If the observer poles are moved too far over, the response can develop
undamped poles that prevent convergence of %(z) to x(z).
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]

5.1 Analog low-pass filters. Low-pass filters with faster fall-off than a first-order
system can remove high-frequency components of a signal before digitization.
Recall the form G(s) = (1 + 2¢s + s2)7! of the scaled transfer function of an
arbitrary second-order system. Let us explore properties of different choices for
the damping ¢.

a. Butterworth filter. For a given filter order, the Butterworth filter has the
flattest magnitude response. Specifically, the nth-order Butterworth filter is
defined as

1
IGiw)| = ——— ~ 1 - L™ + O(w™).

V1 + w™

The lack of low-order terms leads to a flat response. Show that, for n = 2, the
Butterworth filter corresponds to ¢ = % V2~ 0.71.

b. Bessel filter. For a given filter order, the Bessel filter has the closest approx-
imation to a linear phase response, ¢ = —tw, which corresponds to a delay
in the signal by 7. At order n, the best approximation is to have p(w) =
—7*w + O(w*), with 7 the approximate delay. Show that the n = 2 Bessel
filter has 7* = V3 and ¢ = % V3 ~ 0.87, which is slightly more damped than
the Butterworth filter.

c. Make Bode plots of the frequency response of the n = 2 Butterworth and
Bessel filters. Compare the response of a naive cascade of first-order elements,
Graive(s) = (1 + 5)72, corresponding to ¢ = 1. For the Bessel filter, plot also
phase vs. frequency on a linear scale, to see how well it approximates a linear
phase response. Finally, plot the step response of all three filters. Why is Gpaive
not a great choice?

The Bessel filter has a “nicer” time response, the Butterworth a nicer frequency
response. The differences are more striking for higher-order filters. Software
packages can generate these, as well as variants such as elliptic and Chebyshev
filters (Smith, 1999). Some Bessel filters are defined using a frequency scale that
sets 7 = 1.

n
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Solution.

a. Butterworth:

which has the desired form G(s) =

Gl = |5

1+21§w w?

[ -20% + o +4§ ]1/2

=[1+(4g 2’ + o'

—— if4¢* -2 =0. Thatis, if { = 5 V2.

b. Bessel: We need the Taylor expansion for the arc tangent. Using

we have

tanp =

Im G(iw)

2w

Re Giw)

-

g=tan"'(x) » x - 1x’ +0( 5)

1 -8’
3 (1 — w2)3 + O((US)

2w

T1-w?

= —2§w—2§(1 - gg“z)aﬁ +O(w5) .

For ¢ = % V3, the third-order term vanishes, and the phase lag is
-V3w+0 ((us ) .

c. Plots. Left: Bode plots for naive (cascade), Butterworth, and Bessel second-
order filters. The Bessel filter uses the dashed line. Right: corresponding step
responses. Bottom: Bessel phase response vs. linear approximation. Higher-
order Bessel filters would follow the linear phase lag up to higher frequencies.
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5.2

Notice how the Butterworth filter has the flattest frequency response and how

the Bessel filter has the closest approximation to a square-wave time response.
The differences are small for 2nd-order filters but become more important at
higher orders. The naive (cascade) filter has little to recommend it beyond sim-
plicity. The bandwidth is lower, the phase not linear, and the step response is
quadratic, rather than linear, at short times. Still, it is commonly used, as it can
be constructed from two independent first-order blocks.
Dithering details. Why are some choices for random dither & better than others?
Define (x) = [ dé p(¢) Q(xo + &) and o = VVar, with Var = [ dé p(€) [Q(xo +
&) — (x)]>. Here, p(¢) is the probability density function of the added dither,
and Q(x) is the quantization nonlinearity, defined as rounding x to the nearest
integer.

a. Consider uniform noise, p(¢) = 1 for (-3, +3), or L. Show that (x) = xo, so
that there is no bias. Then show that Var = (dxy)(1 — dxp), where dxg is the
fractional part of xy. (That is, if xo = 3.1, then dxy = 0.1.)

b. For triangular noise, p(¢) = 1 —|€], for |£] < 1 (and O for |¢] > 1), or _"__,
show that (x) = xy and Var = %. There is again no bias, and o =
independent of xj.

c. Investigate a Gaussian dither of standard deviation oy numerically. Plot both
the bias of (x) (deviation from the mean) and its variance as a function of xy.
Investigate for oy = 0.4, 0.5, and 0.6. Is there an optimal value for o?

d. Subtractive dithering. Let x = Q(xo + £) — £. Show that (x) = xo and Var =
for this new x. Thus, with uniform noise, the standard deviation is not only
independent of xo, it is V3 lower than using triangular noise. Why doesn’t
everyone use subtractive dithering? The catch is the need to subtract the exact
analog noise value added to the analog signal. Usually, this value is hard to
know.

1
2lS

Solution.
This problem involves several simple but “annoying” integrals. We do the first
and then turn to computer algebra programs for the remainder.

a. Uniform dither. Let Q(x) be the rounding (quantization) function and p(¢) is
a uniform distribution from (—%, +%). Then the mean value is

00 1
(x) = f d¢ p(&) Q(xo + &) = f./ d& Q(xo + &),

00

Let xop = [xo] + 0x9, where |xo] is the floor function (integer part of xg, trun-
cated) and bxy is the fractional part. Then, by inspection, for 0 < dxy < %, we
have

_1 1_5
o = f<§<(2 f“)
[xo] +1 (5—5X()><§<5.
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and

1
f‘/ d¢ Q(xo + &) =Lx0J(1 = dx0) + (Lxo] + 1dxo
=Lx0] — Sxetap] + dxetan] + dxo = Xo -

The case 3 < dxg < 1 is similar.
For the variance,

0o 1/
Var = ((x - x)’) = f d& p() [Q(xo + &) = xo]” = f 1000+ )~ X012,

Using a similar notation as for the mean and also doing the case 0 < dxy < %,
we have

'/~ x0 '
= f dé (Lxo] — x0)* + f dé (Lxol + 1 — x0)?

1h 1h=dx)
= (8x0)* (1 = 8x0) + (1 — 8x0)* (5x0)
= (dxp) (1 — dx¢)

The other case is similar.

. Triangular dither. This is very similar to the uniform-noise case, but the math

is uglier. See the Mathematica code, which uses the Round function.

. Numerical simulations of Gaussian dither. See graphs at left. We see that as

the standard deviation of the Gaussian dither o increases, the bias decreases,
and the variance increases. Choosing oy = 0.5 seems a reasonable compro-
mise, but for a particular application, one might favor a higher or lower 0.
Note that with oy = 0.5, the variance is about 0.33, compared to 0.25 with
triangular noise. In addition, there is a slight dependence of both bias and
variance on xo for Gaussian dither, whereas the bias is zero and the variance
independent of x for triangular dither. The latter is thus a better choice, but
the practical consequences of the difference is slight, and Gaussian noise is
often present “for free” in your measuring system.... (Manufacturers of some
data-acquisition boards design the noise level with this issue in mind.) Thus,
in practice, the most commonly encountered dithering scheme is with Gaus-
sian noise, with a standard deviation equal to roughly half a quantization
level.

. Subtractive dither. This is again similar to triangular dither but with even

more complications. The Mathematica code is straightforward and verifies
the claimed results.

5.3 Compressed sensing and the counterfeit coin.

a. For the seven-coin / one-fake problem with the three measurements given, ver-

ify explicitly that each possibility leads to a unique pattern of measurements.
To guide our intuition, change “coordinates” in the manner suggested in the
text, so that each genuine mass has f; = 0, while the fake coin has mass f; = 1.
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b. Now assume that there are one or two (identical) fakes. Find an explicit
counterexample where inferring which masses are fakes is impossible.

Solution.

a. We consider explicitly the predicted measurements for each case. We define
Case 1 to be the case where the “mass deviation” vector f is given by

fi=

S OO OO o -

Similar definitions apply to the other six cases.
Recall from Eq. (5.10) that

h
f
IARNE
Ja
1)1fs
Je
S

S O =
oS = O
O = =
- o O
—_ O =
— = O
—_

Y1

=12

y3

The measurement vectors y; for each case are then given by the columns of
®@. Since, by inspection, each column has a distinct pattern, all we have to do
is match the measurement vector y to one of the columns to identify the fake
mass. (More generally, the measurement vector is proportional to the mass
difference times the corresponding column.) Since each column is different
in the chosen @, a unique reconstruction is possible.

b. Now consider the case where f has exactly two non-zero elements (both
equalling one, for simplicity). With two non-zero elements, y is the sum of
the two corresponding columns. We then see that

and f=

~
Il
SC oo oo~

S oo o~ OO
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both lead to

1
y=@f=|1
0
It is then impossible to infer from y which f is responsible. Reconstruc-
tion thus fails for this particular ®. We note that there are ;C; +7 C, =

7 + 21 = 28 possibilities for the 1-or-2-fakes scenario, suggesting the need
for 5 measurements to guarantee success (2° = 32 > 21).

Notice, in this problem, that the a priori knowledge of the number of fakes

(e.g., one in part (a)) is translated to a sparsity condition and allows the improve-
ment over an algorithm where nothing was known about the number of fake
coins.
Phase transition in compressed sensing. Consider the N-coin / 1-fake problem.
Generate the M x N-dimensional measurement matrix @ numerically by letting
each element be 0 or 1 with 50% probability. Then write a code to do the recon-
struction numerically. Use a brute-force algorithm that examines each of the N
possibilities explicitly, predicts the outcome y based on the choice of f, and cal-
culates the ¢, norm of the error, ||y — yyll.. Then select the f that minimizes this
error. For a given m, repeat enough times to estimate the probability P of iden-
tifying the correct nonzero element of f. Then vary M to estimate P(M). You
should find something resembling the graph at left. Add measurement noise,
with y, = ® f + & where € ~ N(0,0°7). Confirm that the reconstruction
algorithm is robust against moderate noise levels.

Surprisingly, the probability for successful reconstruction rises sharply at
M* ~ In N: there is a phase transition in reconstruction probability, controlled by
the relative measurement number M/N and sparseness S/N, with a qualitative
difference between a low-data “phase” where reconstruction is impossible and
a high-data “phase” where it succeeds almost always. This phase transition is
universal: many choices for @ give the same reconstruction thresholds, or phase
boundaries. See Donoho and Tanner (2009) and Krzakala et al. (2012).

Solution.
The program is relatively straightforward. The algorithm consists of the
following steps:

e Pick the “true” (sparse) vector f. N — 1 elements equal zero; the remaining
one equals 1.

e Pick a measurement matrix of random 1’s and 0’s. (Use sign of a random
number that is symmetrically distributed about 0.)

e Each component of f picks out a column of ®. Thus, make an M X N matrix
by repeating the M-dimensional measurement vector y N times.

e Calculate the ¢, norm of each column.

e Select the minimum. Because of the measurement noise, there will be no ties.
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5.6

e Repeat many times to get an average success rate.
e Repeat for different measurement numbers M.

Note that an essentially identical curve is seen in the noiseless case (o = 0).

Final Value Theorem for Z-transform. Show that lim;_,., f; = lim,_;[(z — 1)f(2)].

Hint: Take Z(fi+1 — fi), and write the infinite sum as a limit k — oo of a finite
sum.

Solution.
Following the hint,

Zlfir1 = fil = Z(ﬁm -z
n=0

k
= lim ;oﬁm ~f)z"
= lim [(fi = )+ (= AT + (s = ) -+ (et = fo ]
= I}Lrg [—fo +(1=-zHA+A =z o+ + A= H ™ f+ fk+1] .

We then take the limit z — 1. Assuming that lim;_ f; exists, then the
Z-transform converges, and we can interchange the limits. First, we set z — 1
and then k — oo:

lijI}Z[‘fk+1 —fill =—fo+ lim fior.
Alternatively, we can use the shift theorem:

Zlfis1 = fil = 2f@ = fol - f@) = - Df(2) - z2fo.

Taking the z — 1 limit gives
11_1311 Zlfirr = fill = ii_ljll[(z - Df(@)-zfol = !ifll[(z -Df@1- fo-
Finally, equating the two expressions, we have the final value theorem:
li_r)rll[(z -Df@] = klgg Jier1 = ggg Jie-

We did not ask for the proof of the initial value theorem, but it is simple:
lim f@) = lim }° fic* = lim (fo + fiz '+ oz 7 4+ ) = .
¢ =0 o

IIR vs. FIR low-pass filter. In Example 5.2, we claimed that the IIR filter
Vi = ayp-1 + (1 — @uy—y, O0<ax<1
is equivalent to the IIR filter

yi = A(ug + aug—y + Ctgr + -+ d"wy)
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where A is a normalization constant chosen to make the DC gain equal to 1. For
large n, the two transfer functions become very similar. To see this:

a. By Z-transformation, derive the form of the transfer function for both filters.
b. Show that the IIR and FIR transfer functions are identical for n — oo.
¢. Show that the corner frequency of the equivalent continuous system is wy =

l-a

7
d. Reproduce the step and frequency response graphs shown at left.

Solution.
a. For the IIR filter, we take the Z-transform:

y = az_ly +(1- a)z_lu,

which implies

y (-az' l1-a

u 1-a/z z—a’

For the FIR filter, the Z-transform gives

= AL+ @)+ @2+ + )]

Atw =0 (or z = 1), we have

1-a

Ath:L»

1- an+1

b. Inthe n — oo limit, A — 1 — a. For |a| < 1, we can also rewrite
n+l

()

EONE

1_n+1
A(1+a+a2+~~+a”)=A( = )=1,

which implies

[1+ (/) + @2 + -+ @/2)"] =

When n — oo, we have A — 1 — a and, thus,

y 1-a

i
The two filters then have the same transfer function up to a delay of one unit.

c. From (a), the Power density for the IIR filter P(w) is

2

1_
P(w) = |—=
Z = aly=eiv
(1-ay?
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5.7

B (1-a)
T 14+a2-2acosw
(1 -a)?

T -a?+2a(l —cosw)

Taylor expanding gives 1 — cos w =~ %wz and, hence,

_ (1-a)?
Plo) = (1 - a)? + aw?
1

with

_(l1=-a) 1
v ( Va ) L
The sampling frequency, 1/T;, appears if we redo the problem in dimensional
units, substituting z = e!“’, rather than z = ',
d. See the book website for code. To go from the transfer function to the fre-
quency response, we substitute z = e“> and then take the magnitude squared
and phase of y(z)/u(z).

FIR filter with linear phase response. For n = 2N + 1 odd, consider the FIR filter
Yk = Boug + Bty + -+ + Byo1tg—ns1

a. Show that if B,, = B,_i_,, then the complex frequency response y(w) has a
linear phase. That is, show that y(w) = $(w) e~ 7, where (w) and 7 are real.

b. An ideal low-pass filter would have a frequency response that is 1 for w < w,
and 0 for w. < w < (7/T;). Show we can realize the filter via FIR coefficients

we\ [ sin mw:Ty
(Biwacausal = | — | [ ————1 > —oo<m<oo,
T mwcT

where m is integer. For negative m, the ideal low-pass filter is acausal and
cannot be implemented in real time, since it needs future information.

c. To make a realizable filter, truncate to n = 2N + 1 terms and then delay each
component to make it causal. The resulting filter has

wc) (sin(m - Nw.T;

B, = (_
(m = N)wcTs

), 0<m<2N,
T

Verify that this filter is linear phase and plot the magnitude of the frequency
response for n = 101 and 1001. Note and explain the Gibb’s phenomenon.
d. Discuss the effects of multiplying the FIR coefficients by a Hamming window,

B, — B, x [0.54 - 0.46cos(%n)] . 0<m<2N.
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Solution.

a. Recall that the frequency response of y; is given by Egs. (5.35) and (5.35).
That is, we take the Z-transform

y= B() + 31271 + -+ Bn_QZﬂHZ + Bn_]Zi’Hl .

Assume B,, = B,_i_,,. Then

y = By(l + Z_"H) + B](z_1 + z‘”*z) +oeee BNZ—n+N+1
=Bo(1+z7M)+ By + 272"+ -+ By
=7V [Bo(zN N B Y 4y BN]

=2¢e NI (B cos NwT, + By cos[(N — DwTi] - - - + By} ,

where we substitute z = ¢'“% to calculate the frequency response. Thus, the
frequency response has a linear phase lag (r = NT;). The real function y(w) is
given by

Y(w) = 2{Bycos NwTs + By cos[(N — 1)wT] + - - - + By}

b. We recall the calculation of the time response of a function that passes fre-
quencies in the range —w, < w < +w.. We need the negative as well as positive
frequencies. By the inverse Fourier transform, we have

1 [ 4 1 e |  w [sinwet
B(t):—f doer= — | =2
21 J_y, 2m it |, Wt

s

Then evaluating at times mT; gives B,, = B(mT;):

B we [ sin w.mT;
"o wmT, |’

As discussed, we need to consider all integer values of m, including negative
values, to have an ideal filter.

c. We truncate to 2N + 1 terms and delay the filter by N7 by setting m — m — N.
The coefficients are then, as claimed,

= , 0<m<?2N,
P (m—N)wCTS) m

Such a filter has linear phase, since evaluating B,_;_,, = Bay—, amounts to
letting (m — N) — [(2N — m) — N] = —(m — N). That is, we multiply the
numerator and denominator by —1, which leaves the coefficients unchanged.
We thus verify that B,y_,, = B,,. See the plots below, which show the step and
frequency response of an FIR low-pass filter. (a) Step response for 101 (gray
line) and 1001 (black line) coefficients of a truncated sinc(-) FIR filter. (b)
Corresponding frequency response. The Gibbs phenomenon results because
the jump discontinuity needs all frequencies to represent accurately. (It’s a
longer story, but this is enough for now!)
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d. Windowing smooths the jump discontinuity caused by the truncation of filter
coefficients, at the cost of distorting their values somewhat. Below, we graph-
ically show that the frequency response becomes much flatter when using a
Hamming window. On the other hand, the step response still shows ringing.
More sophisticated techniques can minimize this ringing.
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5.8 Discrete Parseval’s theorem.

a. Using the definitions of the discrete time Fourier transform (DTFT) given in
Section 5.2.3, derive Parseval’s Theorem, Eq. (5.37).
b. By integrating around the unit circle, derive an alternate form of the theorem,

= 1 dz
== 56 = f@ .
kZ:(; k7 omi z

c. Show that Parseval’s Theorem works explicitly for the transform pair f; =
a* 0y, with |a| < 1 and f(z) = %, with z = ¢, Here, 6, = 1 for n > 0 and 0
otherwise.

Solution.
a. Recall from Eq. (5.36) that the DFT transform pair is

> ) T d ) )
fo= e = g | e e

Then

4 ff=§f_:§—";[ﬂw>ew’<}ﬁ
=fnd—‘”f<w>(2fke )
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™d
- f S f@)f@)]

s

_ (T dw 2
_ f Al

b. The proof just parallels the one for the DFT. Recall from Eq. (5.32) that the
inverse Z-transform is

fo= 2] = 95 dz f@)

Then

N 2:mi dz | fz) !
;k ;2 ngfzz ]fk
= 5= f(z) (Z fu)

-1
=5 55 FQIEH,

where we substitute the forward Z-transform,

—_

f@)= i fi

k=0

c. We check an explicit calculation. First, for k > 0, we have f; = a*, and

isz _ Z(az)k _
k=0

for |a| < 1. To calculate this in the Z-domain, we write
L) ( e
27t z \z—al\l/z-a

L
a 27ri9§(z—a)(1—az)

21

T2l -a?’
using the residue theorem and evaluating the simple pole at z = a, which is
inside the unit circle since |a| < 1.

5.9 Discretization of a zero-order hold. To find the discrete matrices A4 and B4 from
Eq. (5.40) in one step and without inverting A, show that exp[T; (4 §)] = (4 5¢)

Solution.
By direct calculation,

A B”_ A" An—lB
0o o/ \o 0 ’
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Thus,

wofn (o o)l 2ero 9

T? (A2 AB) " (A” A”‘IB)
+5 +o+ — +

0 0 n'\0 0
_(eAE A (eAT* —]I)B
Lo I
(A4 By
1o I/

Note that even if A is not invertible, we can still directly evaluate the matrix
exponential and identify By as the upper right block.

5.10 ZOH discretization. For a continuous function u(r), its zero-order-hold staircase
function u(¢) is defined in Eq. (5.38). Show that

a.

b.

The Laplace transform of the zero-order hold is given by Lluzou] =
(#)Z [u], where Z[u] is the Z-transform of the sequence uy = u(kTy).
The ZOH discrete transfer function G4(z) = (1 - z71) Z{L™! [@]}, with G(s)

a continuous system transfer function and Z{£~'[-]} the Z-transform of the

time domain signal from the inverse Laplace transform, sampled at times kT7;.

c. The Ist-order system G(s) = r-— implies that Ga(z) = l::jj (cf. Eq. 5.42).

d. The 2nd-order system G(s) = - implies that Ga(z) = % The
sampling zero at 7 = —1 arises solely from the sampling process; G(s) has no
zero.

Solution.

a.

T 2T,
Luzon] =u®) [ are ructy [ are e
0 7,

—u @ (1= e )ty e e ) o

- (1 et ) [u(O) +u(Ty) e + .. ]
S

:(l_sz_l)[u0+u1z_l +]

-
=(1 d )Z[u].

N

It is good to understand the meaning of this formula more intuitively. The
Laplace transform of a step function 6(z) is just % If the response is delayed
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by T; it is e’m(i). Thus, a pulse of duration T; in the time domain has a
Laplace-domain representation of

1—e>h
- .

b. Here is an informal derivation, which should be made more rigorous!
y(@) = G(1) * u (1),

with u;(f) the staircase time function constructed from the sequence uy.
Laplace transforming and using “operator overload” notation y(s) for L[y](s),
etc., we have

y(s) = G(s) * ur(s)
7!
= G(s) (] ) u(z)

= (@) (1-2") u@.

We then inverse-Laplace transform to return to the time domain:
_1{G(s) _
=L ( )(1— Y u,

where we can “leave” the z terms because they are not written in terms of s.
(This step is not rigorous!) Then Z-transforming gives

¥z) = Z[L‘l (@)} (1 - z‘l) u(z),

which implies a ZOH-discretized transfer function of

250212l

u(z)
c. We apply these ideas to a first-order system:
Gs_ 1 1 1
s s(s+1) s s+1°
Then

£ (G(S)) 01— e 0(r) = 1 — e T+,

using the discretization at times ¢ > 0. Taking the Z-transform then gives

z oz l-eh
z=1 z-et  (z-D@E-eT)’

Finally, noting that 1 —z7!' = %, we have

_ _ ek _ T
Gd(2)=(zzl) 2(1—¢eF) l1-¢ .

G-Diz-eh) z-eh
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d. For the second-order system (undamped oscillator) given by G(s) = ; +1_Y2, the
zero-hold discretization is

Gy(2) =

z-1 2 2z—cosTy)
z—1 z2-2(cosTy)z+1

_ (2= D(z—cosTy)
22 —=2(cos Tz + 1

(1 —=cosTy)(z+1)
T2 —2(cosTyz + 1

_ (I=cosTy)(z+ 1)
C(z-el)(z-e k)’

Note that the poles of G4(z) are on the unit circle, at p, = e*'* and that there
is a sampling zero at z = —1.

In the last two sections, we include so much detail to show explicitly how
the calculations work. Normally, one can simply use control software with
built-in functions that give directly the desired discretization, especially for

numerical calculations (with a numerical value of Ty). :
ms

5.11 Mapping s to z. Show the following:

stable

Re s

a. The change of variable z = e*" maps Re s < 0 to |z| < 1 (see right).

b. The same mapping is valid for the Tustin transformation: s = % ;—} Thus, if
the continuous system is stable, so too is its Tustin discretization. Continuous

c. The backward Euler rule for s — z gives the Euler approximation to an
integral, while the Tustin transformation gives the trapezoidal algorithm.

Solution.

a. Lets=s +is”. Thenz = e’hs = eS/TS eis”Ts - lz| = eS,TS, and Discrete

lzZl<1 = s =Res<0.
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. Find a value A to rescale, or “prewarp,” the Tustin transformation (s — s’ =

. Plot |G(s)| =

b. This one is more intuitive in the reverse direction. Let z = rel be a point

inside the unit disk (i.e., r < 1). Then, from Eq. (5.48)
2 (1-7"1 1 -z! z—1
5= i(1+z‘1)~(l+z‘1)=(z+1)
rel? =1\ (re 1 +1
:(reie+l) (re‘19+1)
r* —1+2irsiné
- (r2 +1 +2rcos€)

and, thus,

1-r
Res=—-|———7—]|.
(r2 +1+ 2rcos€)
For 0 < r < 1, the numerator of the fraction is positive. The denominator
is, too: over the range 0 < 6 < 27, the denominator is in the positive range
(1 =r)?to(1+r)% Thus

O0<r<l < Res<O.

In other words, the mapping s < z also maps the left-hand part of the s-plane
to the interior of the unit disk.
The mapping, of course, is a different mapping from z = exp(sTy).

. Consider an integral in the Laplace domain:

1) = fdt' e(fy — I(s):(é)e(s).

We can view converting s — z as approximating the continuous integral with
a discrete one, going back from z to the discrete time domain via z~! equalling
“delay by Tj:

T
Euler: - = 1 > 1 = I =11 + Tsey .
_Z_
. 1 Tiz+1 T
Tustin: e = L1 =l + =(ep + exs1)
s 2z-1 2

5.12 Tustin transformation and frequency warping.

a. Show that that the Tustin transformation, s — # =1 distorts frequencies

T, z
so that a frequency w in the continuous system maps to a frequency w’

% tan(wT;/2).

As), so that its frequency response matches the continuous system at w = «’.
|1 s +s2| with ¢ = 0.1, its discrete Tustin approximation
|Gustin(2)| for Ty = 2, and its prewarped version, matched at w = ' = 1.

At left, the dashed line represents the prewarped approximation.
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Solution.

a.

The frequency response of a continuous system is given by G(s = iw). Let
Gustin(z) be the corresponding discrete transfer function resulting from the

Tustin transformation
2\ (z—-1
s—==]1—].
T,/ \z+1

Then its frequency response is given by z — ¢'“%, so that

-1 iwTy -1 iwl/2 _ a—iwTy/2
(Z_l) = (e ) = (e © ) = itan(wT;/2) .
Z + Z:C“"TS

eloly 11 Qloli/2 4 o iwhi/2
Thus, we have that

2
s=iw— s = i? tan(wT/2) = 1w’
N

and

W = 2 tan(wTy/2)
The fact that w # «’ reflects the distorted frequency response. The frequency-
scale distortion vanishes (v’ ~ w) for low frequencies < 7;!. For Ty = 2,
w’ = tan w (see below). The Taylor expansion about w = 0 is

oW =w+ %w3 +0().

Frequency

Now let consider a rescaled Tustin transformation, which is stretched along
the frequency axis so that the frequency response of the discrete filter
matches the frequency response of the corresponding continuous filter at one
particular frequency w’. Let
z—1
sS=Al—].
(z +1 )

Then evaluating at z = exp(iwT;) leads to
s’ = Aitan(wTy/2).

The two response functions are then matched (s = s’ = iw’) for the frequency
w = w’ when we choose

’

/l _ w
T tan(w'Ty/2)
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The technique is known in the literature as “prewarping.” I do not like the
name very much, as it suggests a nonlinear correction. The correction is
linear. Of course, this transformation works only at the one frequency «’,
and the frequency response remains distorted at other frequencies. Still, many
filters have just one characteristic frequency, and if you need that frequency
to be a substantial fraction of 7; and to be accurate, then this technique can
be useful.

c. The continuous system, an underdamped oscillator when ¢ = 0.1, has a
transfer function

1

Gls) = 1+20s+ 82"

For the normal Tustin discretization with T; = 2, we have s — (

1 1
Gustin(2) = = _
14275+ s2 (;_%)2+2§(;_})+1
~ (z+1)?
S22+ 1442 -1

which is then evaluated for z = exp[— iwT;].

&) and then

For the prewarped Tustin discretization with 7y = 2 and matched at o’ = 1,

’_ W =1y _ _1 z=1
we have s’ = @) (m) = o (m) and then
1

(tanll)2 (4:_})2 + 24['&1111 ;_}) +1

Note that (tan 1)~ =~ 0.642093 and (tan 1)2 ~ 0.412283. See the book website
for code to produce the magnitude response plots. The plots are reproduced
below, for convenience. We emphasize that the large differences between the
normal Tustin response and the continuous (and prewarped) versions results
from the fact that the sampling time T; is such a large fraction of the period
of the oscillator. Indeed, the ratio is 2/(27) ~ 0.3.

Gprewarp (@) =

continuous

Tustin
¥

(0]

Magnitude

o
" £
i -
i
H
;

0.5 1.5
frequency

5.13 PID discretization: simpler can be better. Sometimes, the simple backward Euler
discretization works best. Consider PI control of the continuous system G(s) =
L, with K(s) = 1 + 1. For T; = 0.1, find the ZOH discretization G4(2).

1+s°
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a. Discretize the PI controller using backward Euler, s — 1‘;:, and Tustin,

% ifj . Plot the step response for all three closed-loop systems.
b. Now add derivative control, K(s) — 1 + % + 0.1s. Show that the backward-
Euler controller is little changed, but something goes wrong for the Tustin

controller.

Nad

Solution.
a. ForG(s) = 1~ and K(s) = 1+1 = 1 the complementary sensitivity function
giving the transfer function from reference to output is given by

GK 1 1

T(s) = - _ ,
O = 176K " T+ (KG)T ~ T+s

which is just the same as G(s). (So why bother with control? The closed-
loop system rejects disturbances, but the open-loop system without K(s) does
not.) The graphs below (left) show exponential rise expected for the step
response and that both the backward-Euler and Tustin methods give close
approximations when sampled at 7y = 0.1.

b. For PID control K(s) — 1 + % + 0.1s, the backward-Euler continues to
track the continuous system well, but we see an oscillatory instability for the
Tustin discretization of the controller. Since the derivative term is improper
(~ ), Tustin gives a controller pole at z, = —1, which is marginal and wildly
oscillatory. Then the closed-loop system perturbs this to an unstable pole at
Zp = —1.2, outside the unit disk.

Conclusion: stick to backward Euler for PID.
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o
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}
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5.14 Controllability of a discrete system. Section 4.1.1 for continuous systems mostly

carries over to discrete systems. But let us distinguish the reachable set of states
R that may be reached from x( in k steps from the controllable set of states C,
the x; that maybe brought to 0 in & steps. A system is reachable if R, = R" for all
k> n.

a. Prove that a discrete SISO system is reachable if W, = (B 4B A?B -~ 4™'B) is
invertible. As part of the proof, show that reachability requires n time steps
(deadbeat control). Hint: look explicitly at a sequence of iterates of x.

b. Show that controllability is equivalent to reachability if A~' exists. Thus,
not all reachable discrete systems are controllable. Contrast with continuous
systems.
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c. For the undamped oscillator A = (_?}), B = (?), show that the continuous
system and its ZOH are controllable, except at Ty = m, for positive integer m.
Why does controllability fail at these values of 7;? Why is it harder to control
the oscillator when Ty = 27,4, ... than when Ty = 7, 37, ...7

Solution.

a. For a discrete, linear, time-invariant system with dynamical matrix A and
input coupling B, we can iterate explicitly from the initial condition x¢, given
inputs (le = {uo, Up,...,Ur }I

x| = Axy + Buy
x> = Ax| + Bu, = A’xy + ABuy + Bu,
X3 = A.X,‘z + Bu2 = A3x0 + AZBM() + ABu1 + Buz

X; = Akxo + Ak_lBuo + A ?Bu, + - + Buy_,

k-1

= Afxq + Z A1y,
i=0

= Akxo + WU,

where
sz(A""B A*2B ... AB B).

If we first specialize to the case xo = 0 and choose k = n, we see that an
arbitrary state x, can be reached if W, is invertible. Indeed, the explicit n-
dimensional input sequence required is just

Uu, = W;lxn.

If we iterate for k > n, then we can use the Cayley-Hamilton theorem to
express all higher powers A as linear combinations of powers of A that are
< n. Thus, the matrix Wy is a k X n matrix that has full rank (rank = n) for
n > k, assuming that W, is invertible. We are just adding further columns that
are linear combinations. Adding these columns cannot reduce the rank and,
since the new columns are linear combinations of the old, cannot extend it,
either. Thus, rank Wy = n for all k > n. As a consequence, we can speak of
the reachability matrix W, = W,.

Of course, for k < n, the rank cannot exceed k and is < n. This is a distinction
from continuous systems and implies that full reachability (and controllabil-
ity) requires n time steps. A control that achieves this in the minimum number
of steps n is called deadbeat control.

Our proof implicitly assumed a SISO system with scalar u, even though
we wrote it in vector notation, u;. To extend to a MIMO system, we note
that the condition of invertibility will simply be replaced by the condition
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to have full rank (n). This extension parallels the previous discussion of
continuous systems.

Finally, we extend our proof to non-zero initial conditions xy. Assume that
the system is reachable from x; = 0. Then, for non-zero initial condition, we
can still invert the expression for x,,:

U, =W, (x, - A'"xp) .

Thus, the same reachability condition applies.
. To see why controllability and reachability are not quite the same concepts
for discrete systems, we note that if the target state is x,, = 0, then we write

—A"xo = Wr(L[,, .

If we assume reachability, then W is invertible. But what if A is not invertible?
Then there exist non-zero initial conditions x, such that Axy, = 0. For those
initial conditions, we need to solve

WU, =0.

Because W, is invertible, the only solution has zero inputs, U, = 0, which
obviously will not make a non-zero x; (in the null space of A) reach the origin
after n time steps. Of course, if A is invertible, then we can solve, as before,
for the needed non-zero input.

Why doesn’t the non-invertability of A destroy reachability? In the discussion
of reachability from non-zero initial conditions, a non-invertible A would also
mean that there are non-zero initial conditions for which Axy = 0. However,
we also implicitly assumed that the target state x,, was not the origin. In that
case, the equation U, = W, 'x, # 0. The problem arises only when A is not
invertible and the target state is the origin.

Does this distinction carry over to the continuous case? The difference there
is that an initial condition is propagated using e4’, which always has an
inverse, e, Thus, this distinction between reachability and controllability
does not arise in the continuous case. In Chapter 4, we applied the term
“controllability” to both situations.

. For the undamped harmonic oscillator,

0 1 0 0 1
=) e=f) = omefig)
which is invertible. The system is controllable.

For the zero-order hold discretization,

cosTy sinT; 2sin’(Ty/2)
Ag=| . ,Bq = .
—sinTy cos T sin T
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which leads to a controllability matrix,

1 —cosT; sin T
cosTy —cos2Ty, (2cosTy— 1)sinTy)

c =

To analyze the controllability, we first compute the determinant of the
controllability matrix:

det W, = —4sin*(Ty/2)sin T .

Let’s plot this as a function of sampling time:

Det Wc

2,
0
2

0 2 3 4 5
Ts/m

Notice that for almost all T, the determinant is non-zero, indicating generic
controllability. However it equals zero for T; = mmt, for m a positive integer.
(We start at time zero, although this can be dropped.) The zeros for odd m
are first order: the function crosses zero with finite derivative. It is easy to
Taylor expand the determinant to see that, in the vicinity of an odd integer
m=1,3,..., that

det W, = 4(Ty — mm) + O(Ty — mm)° .
Near even integers m = 2,4, ..., the expansion is, by contrast,
det W, = (T — mm)® + O(Ty — mm)° .

For odd m the input coupling vector is given by

_(2sin¥(T5/2)\ (2
Bd_( sin T )_(0)’

ef)

For even m, the coupling thus completely vanishes, making the system obvi-
ously uncontrollable. Physically, we inject energy at the resonance frequency,
meaning that we always add energy and, thus, that we cannot force the system
to an arbitrary state (remember, there is no damping).

while for even m,

For odd m, we look at the dynamical matrix, which is A4 = —I for such sam-
pling times. Thus, the input coupling affects only the position and cannot
control the velocity of the oscillator. At this frequency, we are forcing an
even multiple of times per period.

As the dynamical matrix A4 is just a rotation matrix, it is never singular.
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5.15 Prediction observers. For the prediction observer:

a. Let the estimation error e, = x; — &;. Show thate,,, = (A - LC)e,.
b. Show that the dynamics of the observer error and the physical system
decouple (separation principle), in analogy with Eq. (4.65).

Solution.
a.
€1 = Xitl — JACI:+1
= (Axy + Bup) — [A&[ + B + L(y, — )]
=Ae, +LC %, —-Ly
——
xk—e;
= =(A-LO)e, +L Cx; —Ly;
——
Yk
=(A-LC)e,
b. The dynamics is
Xpy1 = AXxg + Buy,
with feedback u; = —K%,; = —K(x; — e;). This gives coupled equations
Xi+1 = Axy + B(Ke, — Kxi) = (A — BK)x; + BKe,, .
Using the result from part (a) then gives,
Xk+l = (A - BK)xk + BKe;
e, =(A-LO)e, .

Putting the two equations into a single matrix notation gives

o I

As in the discussion in Chapter 4, the characteristic equation is given by
det (sT— A+ BK)det (sI-A+LC)=0,

which means that the individual determinants should each vanish separately.
The first term represents feedback for the system dynamics, the second
the observer dynamics. We see here that they can be designed separately
(independent choice of K and L).

5.16 Current vs. prediction observers. The prediction observer state vector, %, ,, is
based on observations up to time k (Eq. (4.65)). Here, we construct an estimator
that is based on observations up to time k£ + 1. First: Given the old estimate
Xy, we predict the next state: %,,, = AX; + Bu;. Then we correct the estimate
using the difference between the new observation y,,; and its predicted value,
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Vr+1 = Cx,;. Thus, &y = X, + L(yks1 — Jr+1), With L the observer gain. For
the current observer,

a.

Show that (¥ =( 4 O ) (B
e) | Tloca A-rcaliz) B/

b. Define the error e, = x; — %, and show that e;,; = (A — LCA) e;.

Reproduce the margin plots for y; and §; in Section 5.4.2 using the parame-
ters given in the caption. Plot §; for both current and prediction observers.
Explore the output behavior for different estimator gains L. Why are there
more problems with large gains for the prediction observer than for the
current observer?

Solution.

a. The dynamical equation for the state vector is

Xi+1 = Axy + Bug .
Then
Xie1 = X, + L — Cx, )
=1 - LO)%, | + Ly
=1- LC)(Afk + Buy) + LCx;

= (A - LCA)%; + (B - LCBYi; + LC(Axy + Bf)
= (A - LCA))?/{ + Bu; + LCAxy, .

Putting these two equations together in matrix form gives

xx\ (A 0 x +Bu
%), \Lca A-rcAl\z) "\B)™

€rs1 = Xir1 — X1
= (Axy + Bup) — [A%; + B + L(ygs1 — C %)) |
———
Aff‘]ﬁ-Buk
= Aek + LC(A J’(\?k +Buk) - Lka
——
Xi—€j
= =(A-LCA)e; + LC(Ax; + Buy) —Lyis1
—————
Vit 1

=(A-LCA)e;

Because this is the same formula that we derived for the prediction observer
in Problem 5.15, we find in this case, too, that the separation principle holds.
We can decouple the design of the controller from that of the observer:

Xi+1 = (A — BK)x; + BKey,

e =(A-LO)ey.
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Putting the two equations into a single matrix notation gives

(x) 3 (A -BK BK )(x)
€. 0 A-LC|\e ‘
so that the state dynamics are influenced by K and estimator convergence

by L.
c. The prediction observer has a delay, which leads to instability at high gains.

5.17 Fractional delays. For a linear system, fractional delays affect two neighboring
time points. For example, consider x = —x(f) + u(t — 1), with 0 < 7 < T;. Let the
input u;_.(¢) be a staircase ZOH signal delayed by 7 with respect to the state x;.

a. Draw a timing diagram for x(¢) and u(¢). Indicate x; and .

b. Show that the discrete dynamics have the form x;y; = Axy + Biug—y + Bouy.
Find A, By, and By. Check the limits 7 — 0 and 7 — 7;. Hint: Split the
integral.

c. Redo (b) assuming 7y < 7 < 27;. (Hint: the coefficients are almost the same.)

Other delays can be treated similarly (e.g., a delay between two subsystems
can be analyzed as a delayed input to the second subsystem). Finally, another
approach uses the modified Z-transform, F(z,m) = Y2 fl(k + m — Tz, with
O0<m<1.

Solution.

a. In the diagram below, we see that the forces during the interval from kT to
(k + DTy are uy_; for the first part and u; for the second.

Uk-2-¢ Uk-1-¢ Uk Uk+1¢
T Ts-T
—
TS
Xk-1 Xk Xk+1 Xk+2

b. We integrate x = —x(¢) + u(t — 7) from kT to (k + 1)T;:

(k+1)T§
xeer = V5 x4 f dre DLy — 1y
KTy
so that A = e, To find the discrete input, we write the second term as

KT+t k+D)T;
f dre DTy f dre DT
k k

s T+t

T Ti—1
e*Tsf dre’ u_; + e*(R*T)f dre’ u
0 0

=e B =Dy + (1 —e B )y, .
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Thus, B; = e 5(e" —1) and By = (1 — e~ %), Then,
e Taking the limit 7 — 0, we have B; = 0 and By = 1 —e™ 5.
e Taking the limit 7 — T, we have B; = 1 — e~ and By = 0.
¢. For Ty < 7 < 2T, we write 7 = Ty + v/, with 0 < 7/ < T;. Then we do the same
calculation to find

(k+1)T5
f dee 1Ly — T — 1)
kT
= Biug + Bouy_1,

as before, with B, = e (e” —=1) and By = (1 — e"%"™)). We get the same
fractional contributions from the old and the new. We just have to displace
the inputs to the appropriate integer delays (here 2 and 1 instead of 1 and 0).

5.18 Delays and predictive feedback.

a. For xi 1 = axg + ug, with ux = —Kpxy, find the range of K, that stabilizes x = 0.
b. For delayed proportional feedback u; = —K,xx_1, show that a > 2 implies that

no value of K, can stabilize x = 0.

d . d .
c. Show that u, = —Kpx;"", with X" = ax;_; + w1, can stabilize x = 0 for all a.

Solution.

a. The closed-loop dynamics are
Xps1 = axg + u = (a — Kp)xg,
and the range of stability is
-1<@-K,)<+l, = (@-1H<K,<(@+1).
b. The closed-loop, delayed-feedback dynamics are
X1 = axg + e = axg — Kpxp_q,
Taking the Z-transform gives, for x(z),
zx:ax—szflx, = zz—az+Kp=0.

Solving the quadratic equation, we find roots at

iy = %(Cli‘ 1'612—4Kp) .

The condition for stability for this discrete system is |z] < 1. If a® — 4K, > 0,
then there are two real roots, one greater than %a and one less than this value.
So for a > 2, one of the 7 roots must have magnitude greater than 1.

If a*> - 4K, < 0, then the roots are a complex-conjugate pair, with real part %a.
Again, a < 2, and no value of K|, stabilizes x = 0 when a > 2.
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c. We now have to solve two coupled difference equations:

Xpyl = aXy + Uy, U1 = —Kplaxy + up) .
red
T

Taking the Z-transform gives, for x(z) and u(z),
zZx=ax+u, = —K,(ax +u) .

Let’s put these together in matrix form:

(i <k} (0
Kpa z+Kp/\u 0
The determinant of the matrix then must be zero:
(z—a)(z+Kp)+Kpa:zz—(a—[{p)z_erwzo,
which implies
z=0, (a - Kp) .

The latter is just the condition that we had for a system without delay, imply-
ing that, for any @ > 1, we can choose a — 1 < K, < a + 1. Note that,
in comparing to the continuous system, choosing a for fixed discrete delay
Ty is equivalent to having a growth exponent scaled to 1 and varying the
continuous delay 7.

5.19 Deadbeat control of an undamped oscillator. Derive the deadbeat controller Ky(z)
described in Section 5.4.2 and Example 5.10. Reproduce the graphs in the exam-
ple. Hint: for a step, r(z) = -%. Use the final value theorem for y; (or inverse
transform).

Solution.

a. We begin by deriving the deadbeat controller for an nth-order, SISO linear
system. We proceed in three steps:
1. For y(z) = T4(z) r(z), let us assume that the complementary sensitivity

function is of the form T4(z) = @ Then, for a step command,
f@) z (@)
= T - — = .
¥(@) = Ta(2) 1(2) ey fly S L
The final value theorem then gives
lim ye = lim(z — 1)y(z) = lim £ (i) = 1(1).
k— o0 z—1 z—1 Z"
We can also look at the initial value theorem:
yo = lim y(z) = lim @ .
7—00 7o 7

Because our initial condition is yo = 0, we can infer that if f(z) is a
polynomial, its order cannot be higher than n — 1.
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ii. Next, we look at the input u; that is generated by the reference command.
From the usual block-diagram manipulations, [direct / (1+loop)], we have

U@ = — () = 1463 (o)
1+ K4Gyq 4d ’
Now we apply this to deadbeat control, with r a step command:
f@) D@) =z

u(z) = TdGal r(2) = 7t N@) z-1"

As suggested in the text, we choose f(z) = N(z)/N(1). The normalization
N(1)~!is needed to make f(1) = 1. In this case,
1 D(2)
z—1 N(DHz+ !~
The final value theorem then implies that
. D(1) 1
limu, = —— = ,
k—co N()  Gy(1)

which is just what we expect: at zero frequency, the steady-state output to
a constant input u = 1/G4(1) generates the output

1 —_—

=1
Gq(1)

u(z) =

y=Ga(Hu=Gqa(D)

KiGq

k.G Ve have

iii. Finally, we derive the controller. From T4 =

G;' D 1 D(2)

-1_1 - Z'N(1)
T; 1 N2 o~

K@ = | T ZND-NG)

b. From Problem 5.10, the ZOH of the second-order system G(s) = - is

s2+1
(1 —=cosTy)(z+ 1)
(z—el)(z—e iB)’

Ga(2) =
For T; = 0.2, we have

z+1
Ga(z) ~0.0199—
¢(@) 2 -1.960z + 1

with poles at p, = cos Ty + isin Ty = 0.980 + 0.199i, on the unit circle. In the
notation of the previous section,

N =(1-cosTy)(z+1) and N(1)=2(1 —cosTy),

and the denominator is D(z) = 72 —2 cos Tyz + 1. The discrete transfer function
leads to a controller

Ka(z) =

D(2) 3 1 2 —2cosTiz+ 1
2N() =N \l-cosTy) 2z+DEz-1)

We use this controller, with 7y = 0.2, to calculate the response in Exam-
ple 5.10.
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5.20 Feedforward gain. For a steady-state output y = r, you can add an offset k.r

5.21

to the input u. Show that k, = [C(I — A + BK)"'B]™! for a discrete system. Cf.
Eq. 4.47.

Solution.
Xir1 = (A — BK)x + Bk.ry
Then, at steady state x;,; = x; = x, and
x(I- A + BK) = Bk,ry.,
and
x=(I-A+BK)"'Bkry.
Finally,

yi =Cx=C(I—- A+ BK) 'Bkyry = 1y,
+1
CI-A+BK)'B’

:kr:

Feedforward control of an oscillator. For the feedforward filter in Figure 5.13,

a. Implement numerically the feedforward control and reproduce the nine
graphs. Design a feedforward filter by inverting the denominator and adding
poles at zero. Produce the continuum response using the hybrid procedure
of Section 5.4.3. For Ty = 7 and 1, find Gy4(z), the parameter A, and the
feedforward F(z).

b. The 7" in the denominator of a feedforward filter means that we can write it
as an FIR filter with delay: F(z) = Fo+ Fi1z"' + F2z72---. In the time domain,
this is uy = Fory + Fire—y + Fargs - --. Put the transfer functions from (a)
in this form, and show that they transform the reference r; into the desired
“shaped-input” uy.

c. Show that the input amplitude ~ [4 sin?(wT3/2)]"!, where w = 1 is the angu-
lar frequency of the oscillator. The factor is ~ (wTy)™2 as Ty — 0. The
w~? dependence mirrors the high-frequency response of the original transfer
function.

d. Investigate numerically the impact of oscillator damping. Plot the shaped
inputs and both discrete and continuous outputs for a reference step, for £ =
{0,0.4, 1}.

Solution.

1 .
s2+1 18

a. From Problem 5.10, the ZOH discretization of G(s) =

(I —cosTy)(z+ 1)
22 =2(cos Tz + 1

Gy(2) =
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For Ty = 7, we have

z+1 2Z+1

G = , 1=2, F(z) =
d(z) Z2 + 1 (Z) 2Z2

For T, = %, we have (to two decimal places)

0.12(z+ 1) 2-1767+1

Gyr) = ——=XT ) 12024, F(g)=
1@ = T 760+ 1 @ 02422

Notice that in going from 7; = 7t/2 = 1.57 to 0.5, the scale factor in the
feedforward filter increased a factor 2/0.24 ~ 8.2.
See Mathematica notebook for more details.

. FIR forms. From part (a), we read off, for Ty = 7t/2,

Uy = O.Srk + 0.5rk_2
and, for T; = 0.5,
up =4.1r, = 7211 +4.1r»

We verify that these produce the desired u; in Figure 5.13 and that these
system inputs lead to the correct outputs yy.

. Amplitude-speed tradeoff. Going back from scaled units, we have Ty — wT;

and
Gy(zx)=(1 - z_l)(iz)Z(l — cos wkTy)
w

1 1 1 -z'coswT,
= -2~ N 1 2
WA=z 1-271coswT; +z~

(1) =coswT)(1 +z)
w21+ 22 -2zcos(wT)

In constructing a feedforward filter, our rule is to extract the denominator of
den(z) = G4(z) and evaluate A = den(z = 1). The scale factor is the inverse of
A. Here, this gives us

T
= [142 = 2zcos@D)]| _ = 201 - cos(@I)] = 4sin® (“’7) ~ (W)

=
Thus, the required scaling amplitude diverges as w7y — 0. This increase in
amplitude is the price we pay for making our system go faster than it “wants
to.” (The easiest frequency, of course, is the natural frequency of the system,
w =2mf.)

. Damping. 1t is easy to add damping (numerically). We simply go through the

above procedure with G(s) = Hﬂﬁ Qualitatively, damping increases the
needed amplitudes and breaks the symmetry of the pulse waveforms that you
may have observed in part (a).
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The three damping cases for r(¢) = (¢ — T), with Ty = 7t/2, are shown below.

L

input u

output y

time

5.22 Deadbeat control of an undamped oscillator in one time step? Try to make a one-
step deadbeat controller for G(s) = -5 by enforcing Ty(z) =

a.
b.
C.

22—2cos Tyz+1

Show that the required controller has the form K4(z) = ﬁ =D

Reproduce the margin figure in Section 5.4.3.

The oscillatory step response arises because a controller pole cancels the sam-
pling zero at —1. To see the problem in a simpler context, compare transfer
functions G(z) = 1 and G»(z) = ;%Z Compute the output y; given an initial
condition yy.

Solution.

a.

We recall again the ZOH discretization of the oscillator:

( —cosTy)(z+1)

G4 = S s Tz ¥ 1

With T4(z) = 1, the discrete controller is

Gy'  2-2cosTyz+1( 1 1 2-2cosTiz+ 1
Ka(z) = = = .

Tg'—l_(l—cosTs)(z+1) z—-1 1 —cosT; 2 -1

The system has poles on the unit circle (cf. Problem 5.10d) that the controller
tries to “cancel out.”

. The controller leads to the dynamics sketched in the problem, for 7y = 0.2.

See code on book website.

. In the time domain, G(z) = 1 converts to the time-domain equation y; = uy

(for no input). For G,(z) = &4, we have

Z— a’
Vi1 — QYk = U1 — U -

The dynamics in case 1 is simply y; = yo + u,. But for the nominally identical
case 2, it is

n=¢m+m-
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For |a| < 1, the term due to the initial value y, decays to zero, and the two
dynamics are the same. For |a| = 1 (applied to the one step deadbeat control,
where the pole-zero combination is at —1), the initial condition will be pre-
served in amplitude (and oscillate with period two when = —1). For |a| > 1,
the output will diverge.

The conclusion is that one should avoid controllers that add poles to cancel
system zeros, especially when they are on or outside the unit circle. Notice
that both the deadbeat controller attempt given here and the “true” one
given earlier introduce a pole at z = +1. This leads to problems for input
disturbances at w = 1/T;, which are then not damped.
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6.1 Timing jitter. Fluctuations in sampling a signal lead to low-pass filtering
and distort the apparent transfer function. The phenomenon is similar to
the Debye-Waller factor for X-ray scattering from crystal lattices at finite tem-
peratures. To see this, we follow Souders et al. (1990) and consider timing
fluctuations 7, ~ p(7) at time step k, as illustrated at right. Define the jitter
signal f;(t) = (f(t + 7)), where the angle brackets denote an ensemble average
over p(t), which we assume to be even in 7.

a. Show that jitter acts as a convolution and hence that the continuous-time
Fourier transform fj(w) = f(w) ¢-(w), where f(w) is the Fourier transform of
the original signal and ¢.(w) is the characteristic function (Fourier transform)
of p(1).

b. Consider a measurement with sampling at nominal times k7;. Because of
jitter, the actual measurement times are at kT + a; Ty, where a;, ~ N(0,a?).
Show that timing jitter limits the bandwidth to w, = w/( V2 a@), with w, =
21/ T;.

Solution.

a. The jitter function f;(r) is defined to be

i) = f dr (1 +7) p(r)

(oo}

= f _ d(-7) f(t = ) p(-7), substituting T — -7

= f Cdr fe=7)p(),  since p(r) = p(-7)

00

= [f * ‘107](t) .

Thus, the expected effect of jitter is to act as a convolution on the original
function f(¢). Then, the convolution theorem for Fourier transforms gives

fiw) = f(w) p-(w).
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6.2

b. For Gaussian jitter with standard deviation 7 = aT;, the characteristic
function of the normal distribution N(0, 7%) is given by

\/% j:: driexp (_%) elotk eXp{(—%Tzwz)}
= exp|(~3° T w?))

(=570
=expy(-————|¢-
O‘)S

The values of the sampled spectrum with no jitter are then multiplied by the

number exp{(—"zzg#)}, which reduces the amplitude at a given frequency
and thereby restricts the bandwidth to roughly w;, = ws/ ( \/57'[(1/) ~ we/(4.4a).

As hinted in the problem statement, timing jitter is a kind of one-dimensional
version of the problem of X-ray scattering from crystal lattices. The result gives
a useful perspective on the common interpretation of the Debye-Waller factor
as implying that thermal motion of atoms broadens diffraction peaks in X-ray
scattering. It doesn’t. Rather, we see here that the proper statement is that the
amplitude of the peaks is lowered, while the width remains unchanged. This is
the low-pass filtering due to the “jitter” of atomic motion.

Crest factor. The crest factor Crlu(t)] measures the maximum amplitude of a
signal for a given RMS power. For a waveform of period 7, it is defined as

u 1 (7
Crtul = 22 = g ) e = [ [ 2.
Urms 0<t<t T Jo

A good input signal should have a small crest factor, to inject power into a sys-
tem while keeping the maximum amplitude low enough to avoid a nonlinear
response.

a. Elementary cases: Show that a square wave has Cr = 1, a single sine has Cr
= V2, and a Dirac delta function has Cr = .

b. Multisine signals. Consider periodic signals uy(¢) of period T that are
the sum of N harmonics. With w, = 27mnfy = 27n/r, we have uy(t) =
SN A, cos(wyt + @,). Show that w2 = 1 ¥V A2, independent of the value
of the phases ¢,. Set A, = 1/ VN, so that ums = 1/ V2, and the crest function
depends only on up,. Set also ¢; = 0 by overall translational invariance and
fo = 7 =1 for convenience.

c. Fast numerical calculations. Show that you can vastly speed up the explicit
sum for uy(z) by defining the signal in the Fourier domain and taking the
inverse Fourier transform. Choose N;, the total number of points in a period
of the waveform, to be a power of 2. Why is the Fourier-method much
faster than the time-domain sum? Write a program to calculate the waveform
using the two methods. The two waveforms should agree to within machine
precision. For Ny = 1024 and N = 255, show that the speed-up is ~ 100-fold.
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d. N cosines, done wrong. For N cosines, the worst choice is to set ¢, = 0. Plot
the N = 2, 3, 4 cases and show that Cr = V2N.

e. Small number of harmonics. We can use brute-force numerics to find the
optimum phases. Search an N — 1 dimensional grid for all possible phase
values. Obviously, the time to solve the problem grows exponentially, but
small problems can be solved easily on a laptop. Your solutions for N <

4 should resemble the graphs at right. Note how, for N > 2, the optimal Cr

Cr decreases with N. Give the phases of the waves and state Cr with more 4~ V2

precision. A 4\/
f. Random phases: In the limit of a large number of harmonics, N — oo, one u(t)

idea is to choose phases randomly from a uniform distribution between 0 and 4 1.8

27. In this part, we investigate the properties of the average crest factor. In
particular, we will see that {(Cr) ~ v2In(2N), a number that is 3—4 for typical
values N (say 100 to 1000) and varies little with N in this range. i /\1/%

i. The N = 1 case corresponds to a single cosine. Clearly, for N = 1 and -
Ay = 1, we have up,, = 1 for all choices of ¢;. But if we choose ¢ ran-
domly and look at a random time ¢, what is the probability density p;(u)? 7 :
Argue that this is equivalent to picking a random angle 6 from (0, 27t). Use \/\_/\/
the change-of-variables formalism for probability distributions to show
pi(u) = £ L. Verify that (u) = 0 and (u?) = }, consistent with the result
in Figure 6.3b.

ii. For N harmonics of amplitude 1/ VN, use the Central Limit Theorem
(Appendix A.7.3) to show that limy_« py(u) ~ N(0, 1) (Figure 6.3b).

ii. Extreme Value Statistics. If we draw M times from a probability distri-
bution p(u), what is the typical value for uy.x? Let F(u) = L "00 du’ p(u')
be the cumulative distribution for p(u). The probability to draw a value
greater than u from p(u) is 1 — F(u). Argue that the typical largest absolute
value up,x in M draws from p(u) is given by the solution to the equation
2M[1 — F(umax)] = 1. Derive the transcendental equation for M (involves
erfc). What value to take for M? Since uy(¢) has frequencies up to Nfy,
we must sample several times the fastest period in order to see the maxi-
mum (16 samples per period determines the maximum to better than 1%).
But if we sample too often, the maximum value will saturate, meaning
that not all draws are independent. Empirically, the maximum number of
effectively independent draws is about M = 5N.

iv. Confirm via simulation the results of these calculations shown below. In
Figure 6.3d, we simulate, using 10000 runs, a histogram of the distribu-
tion of crest factors (for N = 255 and Ny = 4096). The histogram follows
a Gumbel distribution, as expected for the maximum of M draws from a
parent distribution that decays exponentially or faster. The theorem is
very much analogous to the Central Limit Theorem. The black curve in
Figure 6.3d is calculated given the normal distribution from this problem
(Gumbel, 1958).

T . 1
Time t
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g. Not-so-random phases. Do random phases produce the lowest crest factor

for large N? No! Figure 6.4c shows a deterministic choice that gives a crest
factor of » 1.66 but works only when all harmonics up to a maximum value
are selected. Here is a simple way to lower the crest factor that works for
any choice of harmonics: Generate Ny,s random-phase multisine waveforms
and select the one with the lowest crest factor. For 100 harmonics and 1000
points per fundamental period, your plot should resemble the one at left.
Crest factors 5 2.5 are readily obtained by this method. Using numerical
optimization techniques to adjust systematically the phases can further lower
the crest factor to ~ 1.4 (Schoukens et al., 2012).

Solution.

a. Square wave. Let the square wave values be +A. Then clearly uy,,x = A. Since

u(t)?> = A%, we have ums = A and Cr = 1.

Sine wave. Let u = Acos27t. Then up,, = A and 2, = A? fol dt cos? 2mt =
A2/2, so that Cr = V2.

Delta function. Let u(f) = limy_, A for 0 < ¢ < 1/A, which goes to a unit-
amplitude delta function as A — oco. Then . = A and upys = VA if we take
the period of the waveform to be unity. Thus, Cr = VA, which diverges.

. We write

2

N
ulz\, = [Z A, cos(w,t + go,,)]

=1

S

M=

Aﬁ cosz(wnt +¢n) + Z AnA, cos(wpt + @) cos(wpt + @) .

m#n

n=

When we average ulzv over the period 7, the direct terms give

1 (7 1 (7 1 w, [*° 1
—f dr cos®(wyt + ©n) = —f dr cos®(wyt) = — Y dfcos’6 = -,
T Jo T Jo wy, 21 0 2

whose sum gives us the required identity. On the other hand, the cross terms
can be rewritten as
cos(wpt + ¢m) cos(wpt + ¢,)
= % {cos [(Wm + W)t + @ + @u] + cos [(Wp — W)t + @ — @ul} -
Because w,, £ w, = Wpin, the sums and differences in the cross terms are

themselves sines and cosines with harmonic frequencies (integer multiples of
fo). These terms then average to zero when integrated over a full period 7.

¢. Speed up for different cases:

N N, speedup
28 —1=255 211 =1024 | 100
210_1=1023 | 22 =4096 | 520
212_1=4095 | 2'* =16384 | 2100
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d. For ¢, = 0, the graphs tend to a delta function as N — co. The maximum
amplitude is at r = 0, 1, .... We have u(0) = \/LNZ,,NZI(]) = VN, so that Cr

= VN/(1/V2) = V2N.
e. For plots, here are N = 2, 3, 4:

\/2 V3 \/4

24/ 7 &

0 \/\/ \/v\/ \/vv\/

) N=2 N=3 N=4

0 Lo Lo i
N | Cr | Phase
1| V2
2 [ 1.76 [ 1.58
3[1.62]285,2.16
414800,70

f. We have

1.

il.

iii.

We change variables to u = cos ¢:

1 1 1 1

= — — =—(2
P = 2 dudy ~ am P

where the factor of 2 comes from the +u roots. The sum of N random
variables of mean 0 and variance 5 then tends towards a Gaussian of
mean 0 and variance N X 5% = 1. Note that the variance with A = 1/ VN
is 1/2N.

From the previous part, we have the sum of N random variables of mean
0 and variance % Summing N of these with an amplitude 1/ VN (vari-
ance 1/N), by the CLT approaches a Gaussian of mean 0 and variance
N(1/2)(1/N) = 1.

The probability that one point drawn at random from uy(¢) exceeds the
value u is 1-®(u). If we pick M independent points in uy(t), the probability

that all of them are less than u is
{1-[1 - @@ ~ e MI=*w]
The scale value is e!. Taking logarithms, we have
M[1 - dw)] ~ 1.
In this problem, either tail (+u) is ok, so [1 — ®(u)] — 2[1 — ®(u)]. Thus,
2M[1 - D)) =1,

which gives the condition to determine u .
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Since uy ~ N(0, §), we have

2
Un

1 1
pluy) = =—=¢
N V27mo2? Vr
and

1 — D(uy) = erfo(uy/ V20?) = Lerfe(uy),

with erfc the complementary error function. We then determine uyx
numerically by solving the transcendental equation

erfc(u —
( ) M
for Umax(M).

Note that it is tempting to think that, since M > 1, we can try an
asymptotic expansion for erfc. The large-u expansion is

](1 +0W™) .

—u?

erfc(u) ~ ( © N
uym

Dropping any higher-order terms leads to another relation for u(M):
et 1
uvn M’

The temptation is to take logs, ignore the denominator terms, and
conclude that

Umax ~ VIN M,

a simple, elegant, but not terribly accurate result. For example, even with
M = 10°, the equation erfc(u) = 1/M gives u ~ 3.45, while u ~ Vin M gives
3.72. Empirically, setting M = 2N (with N the number of frequencies) in
the approximation gives a value for uy,, and Cr that is accurate to better
than 1% for N > 100. This leads to the expression Cr = v2In(2N) in the
figure caption in the problem.
iv. See the book for the graphical results.
g. See graph in book.

6.3 Frequency chirp. As illustrated at left, a frequency chirp consists of a sinusoid
of continuously varying frequency. It “runs together” the individual sinusoids
of the frequency-domain method. We retain the advantage of probing (almost)
frequency by frequency but set aside the need to wait for the transients to die

A \VNVWWWW away. We also easily control the amplitude of each frequency, boosting in regions
Frequency chirp where the output is weak, if needed.

a. Find an analytic form for a chirp that sweeps from a frequency f; to f; in a
time 7.
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b. One disadvantage is that the power spectrum differs from the ideal “brick-
wall” of a multisine. Plot the power spectrum numerically for a chirp that
goes from 1 to 2 Hz over a time 7 = 10, 100, and 1000 s.

c. Compute the fraction of power that falls outside the 1-2 Hz range, as a
function of 7. How does the error decrease with 7?

Solution.

a. Analytic form for a chirp:
d I
u(t) = uo COS(d—"O) , o) = for + 5-(fi = fo).
t 2t
Taking the derivative of ¢(¢) gives a time-dependent frequency of
d t
T =0 = fot =i~ fo)-
t T

b. Power spectrum. See left plots.
c. The error decreases as 7~'/2, which is quite slow.

0.01

00001 N

i T =100
0.01

Fractional Error

00001 /£ N

0 10" 10’
Chirp Time T (s)

T =1000
0.01

Power/Hz

0.0001
0 1 2 3 4
Frequency (Hz)

6.4 Discrete random binary sequence (DRBS). Binary signals have a crest factor of  +y,
1 (see Problem 6.2) and thus inject the most power for a given input range. To -y,
define a DRBS, at every time interval kT;, choose +ug, with equal probability for ~ Discrete random binary
+up and —uy, as shown at right. Here, we explore a number of properties of these
signals.

a. Show — perhaps handwaving is good enough — that the autocorrelation
function R, (t) = 1 — % for || < Ty and that it vanishes for larger |7].
b. From the autocorrelation function, find the power spectrum.
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6.5

¢. Write a program to input a DRBS to a harmonic oscillator. Extract the trans-
fer function and compare to the expected form. Be careful about aliasing.
Show that oversampling — sampling the input and output at rates that are
integer multiples of the original sampling frequency — helps.

Another binary signal variant is the pseudo-random binary sequence (PRBS),
a deterministic sequence generated by a combination of shift registers and XOR
logical operations. Its spectrum again is close to white. Its chief advantages are (i)
because it is deterministic, its autocorrelation function may be calculated exactly,
with no extra statistical uncertainty due to finite lengths of records. (ii) You can
measure the signal repeatedly and average the output, reducing the effects of
measurement noise. (iii) Because the sequence is periodic, the amount of power
that “leaks” outside the desired band is much less than a DRBS signal.

Finally, because they probe just two values, binary sequences do not help to
detect nonlinearity. It is then better to use an input that explores all levels.

Solution.

a. Fort = 0, the statement is fairly obvious. The product u(?) u(t+7) = u(t)* = u3.

Then
PR
R, (t=0)= Th_r)r.}o T . dtug = ug .

For |r] < T;, we note that a linear fraction, 1 — |7]|/T; is “coherent” in this
way, whereas the rest is incoherent and averages to zero, in an infinite sample.
Similarly, for [r| > T;, every point is incoherent and thus averages to zero.
Putting all this together gives the desired identity.

b. Power spectrum From the Wiener-Khintchine relation, the power spectrum
is

S (W) = Tsincz(%) .

c. Notes on program. Maybe add some typical output?

Noise and Fourier transforms. Consider a sampled time series of observation
noise & that is white, with (¢;) = 0 and (&, &) = €28 and with0 <k < N — 1.

a. Show that the discrete Fourier transform &(€) satisfies (£(€)) = 0 and
EW)EL)Y = NE* 1o Here, 0 < {£, '} < N — 1.

b. Why is each Fourier component statistically independent, even though it is
built up from the entire time series?

c. The time series has N components, but the DFT has 2N components, since
&(0) is complex. Further, the real and imaginary parts of £(¢) are statistically
independent. How can N independent noise components lead to 2N Fourier
components?

d. Show that Parseval’s theorem is satisfied and explain the physical significance:

N-1 N-1

D& = %,Z (lgce?)

k=0 =0
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6.6

Note: For colored time-domain noise, & = Y, h_ne,, for white noise
e, ~ N(,1). Then a similar argument to (a) gives (£(£)&(C)*)
N|H(e >™/N)2 & ., where H(:) is the Z-transform of h. The Fourier compo-
nents remain independent complex, zero-mean Gaussian variables, but with
frequency-dependent variances.

Solution.

a. Noting that the times series coefficients & are real, we have

N-1 . .
&y = Z <§k e Er emT,>

kk'=0

N-1

=27t ikl 27k’
= Z Erépye ™ e v

kk'=0

2kl 2m ikl
§_-2 Z 6k,k’ e N e N

= NES .

b. Even though each Fourier component is built up of all the time series ele-
ments, they are all orthogonal by construction and thus are independent
variables. It is as if we take a certain amount of randomness and apportion it
to different basis vectors.

c. The 2N Fourier variables are not all independent. Because & are real, the
DFT components satisfy £(N — €) = £(£)*, giving N independent components.

d. Mathematically, Parseval’s theorem is a simple consequence of part (a). Set-
ting ¢ = ¢, we have (|E(0)) = N&, so that (&) = (I/N)(EOP) = &.
Physically, the noise power is the same, whether summed up in the time
domain or in the frequency domain.

Aliasing, two ways. We can calculate the power spectrum of a sampled signal
via the sampling theorem (Chapter 5) or directly from the discrete dynamics
(Chapter 6). In a simple case, the two approaches give the same answer: Con-
sider noise-free observations of a 1d Brownian particle, where yx(f) = &p(2).
The noise (p(2) Ep(t)) = 2Dy 6§ (t — '), and the power spectral density is
(x*)(w) = 2D/w?. Now sample x(¢) at intervals Ty, giving x;. Calculate its power
spectrum two ways:

a. Discretize the continuous equations by integrating over 7T;. Take the Z-
transform and calculate the magnitude.
b. Use the sampling theorem, Eq. (5.3), and X,> ., m = % cse( TTw/ ws).

Derive the required identity by applying Parseval’s Theorem to f(t) = e,

m
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assuming the function to be periodic with period 7y and to have jump
discontinuities (Stone and Goldbart, 2009, Section 2.2.3).

Verify that as w — 0, your discrete power spectrum approaches the continuous
one.

Solution.
The goal is to show that, for a signal sampled at intervals T;, the power
spectrum is

2
(W) @) = =i

coswTy

Before starting, note the units: DT? has units of ¢2 - . Evaluating the inte-
gral f dw <|x|2> (w) over a range of frequencies thus gives a length squared, as
it should.

a. Discretization and the Z-transform: We discretize exactly by integrating over
an interval Ty, giving the discrete dynamical system,

X1 = X + &k € =0, (Ex&e) = 2DT dye .
Taking the Z-transform gives

I
lo— 1P

@E-Dx@)=ér = k@ -=
We then evaluate at z = /s, which implies that
o= 117 = (¢ —1) (" —1) = (1 - 2cos T + 1) = 2(1 - cos wTy).
Using the relation (|£]>) = (2DT,) T, we then find
DT?

S
1 —coswTy

(k) (w) =

b. Alternatively, we recall from the sampling theorem, Eq. (5.3), that we can
write the Fourier transform of the continuous signal x(¢) as

00

Xs(w) = % Z x(w — nws) .

S n=—oo

From x(w) = —i¢,(w)/w, we have

(W) = —i Z lw — nwy)

— — nws
Since &,(w) represents white noise, the ensemble average is

(W) (W) = 2DT] § (0~ ')
and, hence,

(%) (@) = 2D Z m

n=—00
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where wg = 27t/T;. We then use the identity

i 1 i (mu)z T2 1 T2 1
_——=—c|— | ==
(w—nws)?  w? Wy 4 sin(“’TTs)z 2 1 -coswT,

n=—o0o0

to conclude that
DT?
2 _ S
(ol (@) =

—coswTy

Here, the Fourier transform of the sampled-signal is denoted x;(w), to
distinguish it from the Fourier transform of the continuous signal, x(w).

To establish the identity

) 2

Z 1 7'(2 W
_ = —c¢sc|—
W-nw)? W2 \wg)

n=—o0o

Fourier expand f(7) = ¢!, assuming f(¢) to be periodic, with period T;:

f(t) — eiwl — Z Cn einwst .

n=—oo

The Fourier series coefficients ¢, are given by

1 (5 .
Cp= — f dr f(r) e= "'
Ts Jo
T,
— & ) dr ei(m—nms)t
27 0

~ (ws) 2sin wﬂs(w — nws)

“\on w — NWs

B (ws ) sin Z—?

"\ n) w-nog’

where the last identity uses sin (6 — n7r) = sin§. Finally, Parseval’s theorem
equates || f()I* = (1/T:) [, dt f(2) f*(2) = X, leal®. Since [|f(1)]* = 1, we have

2 oo
ws\2 Tw 1
1 - ( s) . 2 ’
o R wWs n;O (w — nws)?

Rearranging gives the desired identity. More general cases can be treated via
the Poisson summation formula. See Problem A.4.2.

Finally, for small w, the sampled-signal power spectrum is

DT? 2D
W)@~ o T @
[1 - 3Ty

which completes the “loop” back from the sampled signal power spectrum to
that of the original continuous signal.

13
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6.7 Bias of transfer function estimates. The simple estimate of a transfer function as

the ratio of two noisy DFT variables is biased. That is, (G) = <%> #* i, where
we drop the frequency dependence on all quantities. Assuming that (¢, £;) = 0,
the bias arises entirely from the fluctuations in the input, &,. Thus, we simplify
by setting & = 0. Scaling by y/u and setting z = &,/u, we can study the bias
by comparing (h(z)) = <ﬁ> to 1. Here, z = x + iy, with x,y ~ N(0,0?/2) and
o =1/SNR,.

a. Taylor expand to show that (|b(2)|*) = 1 + o> + O(c™*). Intuitively, negative
fluctuations increase |b|> more than positive fluctuations decrease it. Indeed,
if z can take the value ~ —1, the corresponding fluctuation in b will be very
large.

b. Since z is complex, its statistics are tricky. Show that (z) = 0.

c. Expand (b(2)) = <1+rz> in a full Taylor series and use the result from the pre-
vious part to conclude, incorrectly, that (b(z)) = 1. Where is the flaw in the
argument?

d. Calculate the bias directly, by integrating b(z) over the probability distribu-
tion for z. By evaluating the integral first in terms of the real and imaginary
components (x and y) and then converting to polar coordinates, show that
(b(z)y=1- e~ /4Py

Solution.

a. We have

)
_
(1 + x)2 +y?

z<1—2x—x2—y2+4x2+~'>

1
2\ _
1 >_<'l+z

o’ o? o?

=1—0—7—7+47+"'

=1+0°+0(".

b. We have (%) = ((x +iy)?) = (x* = y* + 2ixy) = & — & +2i(0) = 0.

c. Since (z) = {(z%) = 0, the higher-order moments are also zero. This can be seen
by noting that the moment-generating function is M(k) = e<z>k+%<22>k2 =e=1
and that the mth moment is given by the mth derivative of M(k), evaluated at
k=1
You might then conclude that (b(z)) = 1 — (g} + (z>) = () + --- = 1. The
conclusion is false, however, because in order for the Taylor series to be valid,
z must be in the region of convergence in the complex plane (Jz] < 1). But
fluctuations in z are unbounded, and a Taylor series is not allowed.
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d. We have
1+z

[ ar— 1 ! =
- f 1+z (27‘[(0'2/2) )
0

2

1 ltx—if _ew
JR— dxd 2
7'[0'2f xy(1+x)2+yze

2

H 1 + x _X2+)'
e o2
7'[0'2 (1 (1+x2+y2 y?

1
b)) = f &z —— p(2)

2 (™ 2|1 27 1+ rcos@
== | drre?|= | dg— "7
a2 Jo 27 Jo 1+ r2+2rcosf
2 0 2|1 O0<r<l1
== drre 2
o Jo 0 r>1
2 ! 2
== drre o2
o° Jo

Il
h
=
q
L
o
<
[¢]
L

In the third line, the y numerator-term in the integral vanishes because the
integrand is an odd function of y that is integrated over —oo < y < co. Notice
how the result shows an essential singularity for o — 0. The result is “beyond

all orders” of perturbation theory in o2.

6.8 Variance of transfer function estimate. For high SNR, Problem 6.9 shows that
fluctuations about the mean value of a complex number are approximately Gaus-
sian. Using this idea and the result in Problem 6.7b, Taylor expand the transfer
function estimate G = (yg + 0y)/(ug + du) — Gy to derive Eq. (6.10). First derive
the result in terms of the unknown true values uy and o2 = (|6ul*), etc. and then
express in terms of the estimated means and variances given by Egs. (6.7) and
(6.8), for M periods of the input function u = ug+du. All quantities are functions
of the frequency wy.

Solution.
For one measurement block, we have

6~ (o))
uo + du o

_0(1+5)’/y0 _1)

1+6M/Lto

15
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6.9

where we expand to first order. The variance is then

oy = (15GI7)

) IAWES du”
w22
Yo Uo)\Yo Uo
o? 2 a2,
= |Gol* | —5 + ‘T”z -2Re|—||.
yol*  luol Yo iy
Note that we neglect terms such as {((du/ug)?), following the result from
Problem 6.7b.

If we then measure M periods of the input, we can replace all quantities by
their estimates. The variance of the estimate is also reduced by a factor of M,
since we have M realizations of the single period estimates. This gives, finally,

G &t 52 5-2t
O ~ 161 =+ % —2Re| = || .
M ] lal yur

The approximation is threefold:

a. Replacing exact quantities by the estimates (e.g., yo — 9);

b. ignoring the corrections to Gaussian distributions discussed in Problem 6.7;

c. neglecting correlations between the noise in one input block and its effect on
the output of the next block.

Amplitude and phase noise. Complex Gaussian random variables z = x + iy
with non-zero mean result from taking a discrete Fourier transform of a finite-
amplitude signal. Let x ~ N(xp, ) and y ~ N(yo, 0%) be independent Gaussian
random variables. Define fluctuations dx = x — xy and 0y = y — yy, and define
magnitude and phase variables r = ry + dr and 6 = 6y + 56. Define the signal-to-
noise ratio as SNR, = xo/o and SNR, = y,/c.!

a. For high SNR (> 1), find ér and 66 to first order. Calculate the mean and
variance of each and show that ( 6r 56) = 0. Interpret the result geometrically.

b. Describe the zero SNR case (1 = 0). Derive (or guess) the radial and angular
distributions for this case. Then describe how the low SNR case (6x and by
comparable to ry) interpolates between the high-SNR and zero-SNR cases.
Illustrate three cases (high, low, and zero SNR) by Monte Carlo simulations.
For each case, plot p(r, §) and the marginal plots p(r) and p(6).

¢. One subtlety is that the mean of the magnitude is biased. An exact calculation

gives (r) = {/r + o2 Interpret this result physically. Derive it approximately
by continuing the Gaussian expansion for r to second order in the noise.

This problem asks you to think physically about the distributions p(r) and p(6),
but they are straightforward to investigate analytically, as well (Goodman, 2007).

I Physicists often define signal-to-noise ratios in terms of amplitudes, engineers in terms of power.
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For reference, if ry = (rg cos 8y, ro siny) and r = (r cos 6, r sin §), then

1 1 ,
p(r) = P exp{[—r‘_ﬂr = rol ]}

T 1 2 5
p(r,0) = = exp{{—fr2 [r + 1y — 2rrycos(0 — 00)]}}.

—(r2+r5)

e Integrating out 6 leads to p(r) = foh dé p(r,0) = = exp{( 557 )} Iy (:,—r?) (Rice
distribution), with Iy(-) a modified Bessel function of the first kind of order zero.
e Integrating out r by p(0) = fooo dr p(r, 0) gives, with 7 = ry/o,

p0) = o exp(~17)) [1 N (”3;9)@@{(%72 cos? ) f md exp{(_%rﬂ)}].

Solution.

a. Expanding r? — rj and tan @ — tan 6, we have

55 = X00x + yody ’ 50 = X0y — yoOx '

ro r(z)
Since (bx) = (dy) = 0, we have (b6r) = (80) = 0. For the second moments
and variances, we use { 5x2) = (5y?) = 0% and ( 6x dy) = 0 to show

2.2, .22
Xo0° + Yoo

(6r2):—2 =0’
o
e s
< >_ }"4 _r_2
0 0
5x + yod 8y — yod - 2+ 2
(5r50) = (x00x + yo y)3(Xo Y = YodX) _ —Xoyoo - YoXoo” _ o
o o

In polar coordinates, the radial and azimuthal unit vectors (7 and ) are
perpendicular. So the vanishing is essentially for geometrical reasons.

b. For high SNR ratios ry/o, the radial and azimuthal coordinates are indepen-
dent Gaussian random variables. As the signal-to-noise ratio decreases, the
angles spread out, reaching the uniform distribution p(6) = 1/(27) for SNR
= 0. (With pure noise, all phase angles are equally probable.) We illustrate
these qualitative ideas for SNR, = 10, 2, and 0, below. One can derive explicit
distributions, but for practical purposes, we want to always be in the high-
SNR limit. For example, it is easy to show that for SNR=0, the magnitude
distribution for r is the Rayleigh distribution

r —I‘z
o= e}

The more general Rice distribution given in the text interpolates between the
Rayleigh distribution for ry/oc — 0 and the Gaussian for ry/oc — oo. In

17
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the same limits, the angular distribution p(6) interpolates between a uniform
distribution and a Gaussian.

c. The mean of the magnitude is biased: (r) = ,/r2 + 2. Physically, the noise
power adds to the magnitude. We also see this in the second order expansion
of r, whose terms are

0_2

ro+ —,
2]’0

which matches the expansion of the square root to lowest order.

high SNR
I =

-180 0 180
noise y
I -
g L
T T x e
-1 I

-1 _ -180 0 180
ro=0 Magnitude (r) Azimuthal angle ()

6.10 Transfer function bias and multiple noise sources. Consider a system Gy = yo/ug
that is probed by noisy signals. In particular, let the input be given by u =

mpucnote drbnces ug + v, + &,, where v, represents input noise (e.g., from a power amplifier) to
the system and &, the input measurement noise (see the block diagram at left).

Uo o> Let the output be given by y = yo + v, + £, where v, represents output noise
5"‘*’? meas. iY‘F’Cf (e.g., thermal fluctuations) and ¢, the output measurement noise. Assume that

9 i the four noise sources are independent. All quantities are frequency-dependent,

measured input output

complex Fourier coefficients.
&u 1+ vy ey

up+vy up+vy+&,

a. Show that the measured transfer function G = y/u = Go/[1 +
b. Why is G biased? Which noise source is responsible?
¢. Explain why increasing input noise can reduce bias.
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Solution.

a. The main point is that input noise propagates through the system and con-
tributes Gyv, to the output signal. Thus, yo = Go (ug + v,), and G is given
by

G==-

u

Yo+ vyt &
uy + v, + &,

_ GQ (140 + Vu) + Vy + fy

Up + vy + 'fu

_ Go (o +vu) + vy + &y

up+vy+&,  upt+v,+é,

=GO( 1 ]+ Vy+§y

1+§—" u0+vu+§u-

uy+vy

b. The bias is due to the input measurement noise &,. To see this, we let all other
noise sources be zero. Then
G=G 1
= O 9
1+ &
uo

which is the case studied in Problem 6.7. Because the output noise sources
are all independent, averaging over them shows that they cannot contribute
to the bias.

c. The role of input noise is interesting. From the above formulas, we see that
increasing v, reduces the bias, since G — Gy. To understand this, we first note
that when v, is the only noise source, there is no bias:

G u
G:[O(uo—‘*“/) =Gy.

uyg +v,

Intuitively, the input noise cancels out even though we do not know it explic-
itly. Of course, the cancellation assumes linear dynamics. Increasing v, in the
presence of other noise sources drives the system to this limit.

6.11 Do not average the magnitude of a Fourier Transform. Averaging the magnitude

of multiple Fourier transforms is a poor strategy for reducing noise:

a. Write a program to generate a multifrequency sine wave of period 1 s, sampled
1000 times per period, and repeated for 1000 periods. Let the multifrequency
sine wave have harmonics with amplitude o 1/f2, with f the frequency, and
choose the phases randomly. Calculate the magnitude of the power spectrum
three ways: (i) Average each period in the time domain and then compute the
DFT magnitude of the time-averaged waveform. (ii) Compute the DFT of
each waveform, average the complex waves, and then find the magnitude. (iii)
Take the DFT of each waveform, compute the magnitude, and then average.
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Plot all three magnitudes on one graph. Why is averaging the magnitude
spectra wrong?

b. A less obvious issue is that when the input is noise dominated, the magnitude
estimate is biased. To see this, consider an input x ~ N(0, 1) and a transfer
function =1. That is, show, both by Monte Carlo simulation and by analytic
calculation, that the output has /(x2) = 1 while (|x|) = V2/7 ~ 0.80.

Solution.

a. We plot the averaged magnitude (filled markers) and the magnitude of the
temporal average (or, equivalently, the FFT average) (hollow markers). The
plots of the time-averaged and complex-DFT averaged waveforms are identi-
cal. The noise floor of the magnitude average is higher because, in averaging
the magnitudes, we lose their phase information. Thus, their power adds inco-
herently. On the other hand, when averaging in the time or complex Fourier
domain, we can average out the noise and lower the noise floor.

10" °
[ ]
° 10 o Magnitude avg
_
E %
s 10 Time/FFT avg
[v] 5
> .
10
10°
| 10 100 1000
Frequency

b. For the bias, we note that if x ~ N(0, 1), then (x?) = 1 = /(x2), but

1 fm -x*/2

— | dx|xle™/

V27 J-co

2 f"" 2

e dxxe™/?

V2 Jo

2 ™ _ 2

— due™, (u=1x7/2)
T Jo

_\F
=\

This is easily verified by MC simulation. Use 10° points to get agreement to
3 decimal places.

(Il

6.12 Noisy resistor measurements. Noisy measurements can bias estimates even
without dynamics. Let us estimate a resistance by applying a series of noisy cur-
rents I; and measuring noisy voltages V; (Pintelon and Schoukens, 2012). Let
I, = 1+ 08Iy and V; = 1 + 8V}, with 6I; and 6V, ~ N(0,1) (resistance R = 1).
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Consider three estimators R for the resistance, each minimizing a different cost
function J.

a.

Ji(R) = % Zszl(Rk — R)?, where R, = Vi/I,. Show that the value of R that
minimizes J, is given by R; = % >« Rk = Ry, which is biased (Problem 6.7).
J(R) = % 3 «(Vk=RI)?. Show that choosing R, = m/g minimizes J,. Show
that (R,) = 1/(1 + a-%), which implies that estimator is biased.

LR, 1V) = %Zk % + %, with the constraint that V = RI. Here, V
and I are unknown “true values.” Show that choosing R3 = V;/I; minimizes

J3. Hint: use the constraint to eliminate V; then differentiate with respect to
both R and I.

. Write a simulation for o; = oy = 1 and N = 500. Repeat for 10* trials and

plot histograms of the values R;, R,, and R3. Explain why R, is pathological
here but not R3. How large a value of N is needed for R to be ok?

The first estimator is sometimes used in elementary physics laboratory courses,

the second in intermediate courses, and the third (hopefully) in more advanced
courses. The second is the common, unweighted least squares, assuming no error
in the “input” variable (current). The third is the weighted least-squares estimate,
taking into account errors in both variables.

Solution.

a.

Ji(R) = (- =0,

N =

N
dn 2
R -R} = — ==
;(k ) = =5

N
D (R~ RN
k=1

so that R, = Ry, as claimed.

1< dn [
HR =33 ViR = =2 =13 (V)= RI|(-1) =0,
2 dR
k=1 k=1
so that
Ry =Vi /2.
Next, we calculate the bias:
A 1+06V( + 8] N1+0 1
(Ry) = lim 2L+ VOA+3L) (1+0 _ ’
Nooo 3 (1 + 281 + 817) N1+o3) 1+07

which shows that the bias is directly linked to input noise in the current (and
not to the output, or voltage noise).

Ih (V= VY2 (=1
13(R,1,V):5; —— :

2
v 9y
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subject to the constraint V = IR. Putting in the constraint gives

Vi - IR)2 (Ik -1y

J3(R, 1) =
2 Z Ty o7
Differentiating with respect to R and I then gives
95 _ 1 i(v)_RIN (- =0 = V.=IR
aR oy 1= ' B o

oy _ 1
ol 0"2/

N
Z(Ik)—IN](—l) =0 = L=1I.

k=1

1
= RIN}(—R) + =
oy

Putting the two results together then gives

.V
Ry=.
1

. The estimator R, is pathological because the noise is strong enough that the

denominator is nearly zero often. Those trials lead to R; values that are very
large. In the limit of large noise, we have the situation discussed in connection
with Eq. (6.9), where the variance diverges. The situation is avoided for R3
because the denominator is now an average whose variance decreases as N!.
For large N, there is negligible chance that the denominator will vanish.

The simulations lead to the histograms below. Note the huge spread in R,
with its unphysical negative values, and notice the bias in R,.

True value .

Probability
density

Resistance estimate

6.13 Measuring a closed-loop transfer function.

a. For the block diagram at left, show that G,, = 2 = Ko -
b. Simulate an unstable discrete first-order system that is stabilized by propor-

KGr+¢&

tional feedback. The dynamics are given by (y,)r = i + & and u =
—K[ry = m)i], with yip = (1 + Ty)ye + Tsuy, where the observational noise
& ~ N(0,£%) and T is the sampling time. Use K = 2, &2 = 1, T, = 0.05 s,
and scan frequencies from 0.01 to 10 Hz. Try three different reference sig-
nals: r; = 0 (no reference), r, ~ N(0, 1) (white noise), and r; a random-phase
multisine of RMS amplitude = 1. Run the simulations for 10 periods of 100
s. Discard the first response to eliminate large transients. Your plot should
resemble the figure at left, where the solid line is the transfer function of the
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noiseless discrete system (u; to yi), the triangles the no-reference case, the
filled markers the random-phase case, and the white markers the multisine
case. Explain the results.

Solution.
a. Fromy, = Gu+ ¢ and u = K(r — y,,), we find

KGr+¢ K(ir—&)
m=Trkg M YT kG
whose ratio gives G,,.
b. First, we calculate the magnitude of the noiseless transfer function. We have

Yirr = (L + Ty + Ts e -
We take the Z-transform:
(z-1-Tyy=Tiu.
Then,

Y
u

_ T
T lz-1-T’

where z = ¢S, Putting in the values of the constants gives the solid line in
the figure. The upturn is due to aliasing: the upper frequency limit slightly
exceeds the Nyquist frequency.

e No reference: The triangles correspond to the case of no reference. As
discussed in the text, the measured transfer function reduces to —1/K in
this limit. Thus, for the magnitude, we have |y/u| = 1/K = 0.5.

e White noise: When we use reference signals drawn from N(0, 1), there is
a great deal of bias at all but the lowest frequencies. We can understand
this because we are effectively treating the reference as an unknown ran-
dom signal. Averaging it is a silly idea. The result is barely passable at
low frequencies because G is largest there and G,, ~ G (with noise). At
least at these frequencies, we begin to dominate over the observation noise.
Increasing the proportional gain would help, but using a multisine is much
better.

e Multisine: With a periodic multisine that has exactly the same power
(RMS=1) as the white-noise reference, the results are much better. Here,
because we know the reference and because it is periodic, it does not con-
tribute any statistical error, which diminishes with increasing numbers of
measured periods. (With larger gain K, we could get better results with
fewer periods.)

6.14 Resonance frequency of a thin plate We fill in some details of Example 6.6. For a
careful approach, see Landau et al. (1986) and also Rossing and Russell (1990).
Here, in the spirit of making rough approximations, feel free to use handwaving
arguments. Consider just one transverse dimension, for simplicity.
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. Let ¢/(x,1) be a component of the elastic displacement in a material. Argue

that the local kinetic energy per volume is T = %,o(zﬁ,)2 and that the local
clastic potential energy per volume is U = $E(,)*. Here, p is the density and
E the Young’s modulus. The partial derivatives are ¥, = 9, and ¢, = 0.

. From the Lagrangian L = T — U and the Euler-Lagrange equations for a field,

derive a wave equation for ¢. Find the dispersion relation, and show that the
expected (longitudinal) sound speed is ¢ = /E/p. For an object of size ¢,
the expected lowest resonance frequency is f =~ c /€.

. Anisotropic objects such as plates can bend with a radius that is much greater

than the plate thickness 4, leading to lower resonance frequencies. Argue that
the bending energy per unit area is of order Upend ~ Eh*(,)?, Where £ is the
plate thickness. Hint: As shown at left, a bent plate of thickness /4 has one
surface under tension and the other under compression. You can also use
symmetry, or even a ball-and-spring model to derive the energy.

. Use the higher-order version of the Lagrangian argument above to show that

the resonance is lowered to f =~ ¢ /(fa), where the aspect ratio a = £/h.

Solution.
a. The kinetic energy is $mv?, where m is the local mass and v the rate of change

of the displacement. Per volume, this is indeed %p(w,)z, where ¢, = 0;¢. For
the potential energy, ¢, gives the local strain. Notice that if i were constant,
this would correspond to translating the entire object, which produces zero
strain. For a Hooke’s law material, we expect U = %E(l//x)z.

. The Lagrangian is then

~ BN AR

The Euler-Lagrange equations for a field over x and 7 are
0oL o0L OL_,
ooy, Ooxoy, Ox
Noting that d,L = 0, we have the wave equation,
2 2
paa—tf =E ZTf )
The dispersion relation is w = ¢k, with longitudinal sound speed ¢ = \/E_/p

. The kinetic energy per area is

"z 1 2 1 2
j: dz Ep(wt) = iph(lﬁz) .

hy2
For the potential energy per area, we observe that about the midplane z = 0,
the strain is zero and it is positive on one side (z > 0 for instance) and negative
on the other. Taylor expanding then gives

h/2 1 )
Ubend = f dz EE(wX)
—h/2
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1 12 0 2
:—Ef dZ(le:/06+Z¢xx|z=0+"')
2 h2

BT 2
= 24Eh (W)™

In a more hand-waving argument, we would approximate the integral dimen-
sionally and lose the factor of 1/12. Note that the above argument neglects the
coupling between extension in one direction and compression in the perpen-
dicular directions, which is captured by Poisson’s ratio, v, which is typically
~ 0.3. There is then an additional factor of 1 — v? in the denominator.

d. Since there are second derivatives in the Lagrangian, we integrate by parts
one more time in the derivation of the Euler-Lagrange equation and find

We then get the equation of motion,

2 3 4
()22

o ot
Py (ER\ 3y
o~ \12p) ox*°

with dispersion relation w = c hk>. Notice that these bending waves are
strongly dispersive (phase velocity w/k = c hk). Using k ~ 1/¢ and dropping
numerical constants, we have

_cLh_c_L
f= 2 ta’

where the aspect ratio a = ¢/h.

6.15 Measuring a transfer function with noisy inputs. We explore the implications of
input noise on transfer function measurements. The noisy input at frequency w,
is u = ug + v, where v ~ N(0, 02) and where 1 is the (unobservable) true value of
the input. Similarly, the noisy output is y = yo + &, where & ~ N(0,0%). From M
input periods, we can use Eq. (6.7) to estimate the averages it and § and Eq. (6.8)
to estimate the (co)-variances 62, o-v, and a' . Note that we have simplified the
notation by dropping the w, dependence from all quantities.

a. Estimating G via y = Gu is equivalent to fitting data to a straight-line relation
between u and y with errors in both variables. Generalizing the Bayesian
derivation of the y? statistic in Appendix, Eq. (A.210), define z = (f:—"" )

f—ug

2
and X = ( By 32“) and show that the best estimate of the transfer function

yu Yu

is given by minimizing the errors-in-variables cost function y? = ZN 1 7'z
If input-output correlations can be neglected, show that the general x? simpli-
fies to y? = Z[ ) ("_)“I + izl ”"' ). In both cases, we minimize y? with respect to

the unknown true input and output values uy and yy, subject to the constraint
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(at each frequency wy) that yg = G uy. Recall that the transfer function model
G = G(iw, 0), with 0 the fit parameters.

b. We can minimize the above y? with respect to the transfer function param-
eters 0 and the nuisance parameters up and yo using Lagrange multipliers to
enforce the constraints. Here, in a Bayesian approach that confirms that all
distributions are Gaussian, we marginalize (integrate out) uy and y,, again
limiting ourselves to the 62, = 0 case for simplicity. To carry this out,
assume a uniform prior on the up and yy and impose the constraint yy = G uy.
Integrate the probability density p(Glu,yo) over the uy to show that the
maximum-likelihood solution minimizes y> = YV, % with respect to

the parameters 6 in G(iwg, 6). Interpret intuitively th)e denominator in this

expression. The required i integral is a messy version of the identity in Prob-
lem A.7.1. You can use a computer-algebra program or try the real case,

which has a similar but simpler structure.

Solution.

a. We assume that the fluctuations at each point are independent (as are input
and output fluctuations). Here, we write the contribution of a single point, to
simplify the notation.

p(Glit, §) oc p(@, 5IG) p(G)
——

uniform

= jf dug dyo p(, $luo, yo) (o, yolG)

—00

= [ duo dyo p(@, o, y0) p(ato) p(yolus, G)

—00

= | duo dyo p(at, S0, y0)  plao) 8 (o = Guo)
v ——

uniform in ug

o ﬁ dug dyg exp (—%z"' Z’lz) & (vo — G up)

v 19 = yol? lit = uol®
— fj dug dyg exp (— 26‘5 exp _Tiﬁ 5 (yo — Gup),

where the conditional probability p(yolug) = 8 (yo — G up) expresses the con-
straint between uy and yo. The last line is the simplification that results when

the covariance 6, = 0. In this case,

AD\-1 0 o
Z 2= (6-y0 (- uo)*)((‘fg) (&5)1) (i _fj{’))

-yl - uof
- ) 52
a5 o

k)
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and the multivariate Gaussian factors into the product of two independent
Gaussian distributions.

In Part (b), we will see that p(Gl|ii, §) remains Gaussian. Then, instead of
averaging over the unknown uy and y, (subject to the constraint yo = G ug),
we can also recognize that a uniform prior will lead simply to picking the
values of ug and yo = G ug that maximize the likelihood. To maximize the
likelihood, we thus minimize

o S (15 -yol? - uol
I N
=1 = oy Tu

with respect to the uy and yo, subject to the constraint that yg = G u.
. Instead of picking uy and yo = G uy to minimize the y?, we can average over
the ug explicitly, assuming a uniform prior. Substituting yo = G uy, we have

|5’—GM0|2) ( |ﬁ—uo|2)
= — |exp[-——].

52 52
267 26

pGitsys [ dugexp [—
The integral over i is really a double integral over Re(ug) and Im(u). To sim-
plify the calculation and see its basic structure, we assume that all variables
are real. Then the product of the exponents has the form exp[—%(au§+buo+c)],
where

e e P
a= S+, b=5+5, c=5+5.
62 62 62 62 62 02

We then use the identify (see Problem A.7.1) that

- 1 2 b?
f dug exp [—5 (au(z) + bug +c) = 771 exp(z - %) .

Thus, the distribution remains Gaussian after integrating out the nuisance
parameters. Even in this simplified case, the algebra is tedious.

The full calculation is even more tedious and is perhaps better left to a
computer algebra program, which confirms

5 ~12
p(Glit, §) o« exp (—M] .
2(62 +1GP6?2)
Intuitively, the altered denominator reflects two sources of uncertainty: the
usual one for y, which is &, and the effect of a shift in u of order &, that then
further shifts y by the local slope G.
Another way of writing the y? statistic that is also more intuitive is

,_ Ih-Gap

X T 5 -Goap’
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where
165 — G 8iil” = &7 + |G 6% — 2Re (62,G7) .

yu

Here, the variation &9 leads to [89|* = &7, etc. See Problem 6.9, as well.

6.16 Time-domain identification. We go through the example presented in Sec-
tion 6.3.2. Consider the first-order system yx.1 = ayy + buy + vy, with (v v¢) =
V2 ) kC-

a.

Starting from the Bayesian and maximum-likelihood ideas formulated in Sec-
tion A.8.2, show that the best estimate for a and b is the one that minimizes

X = % DaOket + aye — bug)*.

b. Minimize y? to show that the best estimates for a and b are given by Eq. (6.18).

c. To show that the parameter estimates are biased but consistent, plot the rela-
tive bias |a@ — a|/a, against the number of data pairs N . Confirm that the bias
scales as N~!, rather than the N~'/2 scaling that is characteristic of stochastic
errors.

Solution.

a. Although Eq. (6.17) resembles the structure of an ordinary linear least-

squares problem (Section A.8.2), the values y;,; are determined not simply by
Ur+1, as they would ordinarily, but by y; and u;. Some software routines for
least-squares fits can handle such an equation by using a vector-matrix form
for y? and by fitting “all at once” rather than “point by point.” Here, we can
easily solve for the best estimates of a and b directly. The arguments closely
follow the standard least-squares arguments discussed in Section A.8.2. To
make the notation more intuitive, we use y for the set of {y;}, etc. From Bayes’
theorem, we have

pla,blu,y) = f dv p(a, blu,y,v)p(v)

o f dv pOla, b, u, v)plasby p(v)

1WA
= ( > 2) l_[ fdvk O Vk+1 + ayy — buy — vi) exp(—vi/ZvZ)
TV k=1

= Gy 0 (13¢)

with

N
1
X = v Z k1 + aye — bug)* .
=1

b. Taking d,x> = dpx* = 0 gives the desired equations. For example,

—0)(2 2 ﬁ:(y +ayr —bu) yp =0
== k+1 k —our) yr =0,
da v —
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so that
Z)’k+1yk+aZ)’%—qukyk =0.
3 3 3

We then assemble the two equations into a single matrix equation for the
parameter vector estimate (a E)T.
c. We find the graph below, where the dotted line has slope —1.

|o°g)
-1 S\
'
o
S ® bias ~ N
>~ 107 .
o O.
o107
P [
5 j0*
10° ¥
fl TZ Ta T4 \5
o' 100 100 10t 10

N data points

6.17 AIC and cross-validation. Consider N measurements of y = 6*x+n, with indepen-
dent scalar variable x, observed variable y, and parameter 6*. The measurement
noise  ~ N(0,0?), and the log likelihood is L(6) = —5 2?’:10’;‘ - 0x;)%.

a. Show that the maximum-likelihood (ML) estimate is 6 = Z?i] (xjy))/ Z?’:I (x?).
b. Now consider the same data set, but without point i. Show that, to O(1/N),
the ML estimate of 8is &_;, where _; = § — ﬁ(yi - 0x)).

J
c. In one-point cross-validation, we calculate the likelihood of a missing point
using 6_; and then average over all points. Define A = —# Zl’i i — 0_;x;)* as
an assessment value and show that A = L(@) — 1 + O(1/N).

The case with K parameters proceeds similarly and leads to A = L(8)— K+O(1/N).

Solution.

a. We have

Thus,
Zj: (1) - QZ,: (x3)=0.

Solving for 6 = @ gives the desired expression.
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b. If we eliminate the point i, the ML estimate is

N 9 Xi Vi
~ Z_,':]xj)’j_xi)’i o

i N 2_ 2 2
jl'x] X 1—#
J
4.2
~9+9x,- =X Yi
~ 2
ks
N X
=0- (y,—Hxl).
Z 3 .2

J

c. We first note that the correction to & in the expression for 6_; is O(1/N) and
that subsequent terms increase in order by 1/N. As a result, the assessment
score A,

1 & A \2
A=—350,(i=b)

1 & A xi2 A ?
=-5 Z [(Yi —Ox;) + Z_X?(yi - Hxi)}

1 < 2:x7 -
~—g2[(y,—0x,> + 0= ) +0(1/N>}

J

1 N i éiz‘2
S o L U0 Y

20" 5 o 5 Zx?
- L) - ! Zz’n’ L+ O(1/N)
77
R 1 No2(x?
- L) - ;% +O0(1/N)

=L@®) - 1+O(/N).

Note that as N — oo, & — 6%, so that (y; — 6x;) = (y; — 6*x;) = i;. In this step,
we assume that the model structure, 6x, includes the true model, *x. We can
then write }; n7x? — No?(x?), as well as ), x? — N(x?). The angle brackets
(-y are averages over the distribution of x, which can be arbitrary.

6.18 () for an orthonormal basis and model mismatch. Consider a model function
with an orthonormal basis set {e;}, with y* = Y2°,(v* - e) e and e - e, =
#Zfil er(x;) ee(x;) = dy. For N points and K parameters, let y = y* + &, with
(€%) = o, and show that (y?) = (Z|ly-3I*) = W-K)+ % 372 ¢, (" -e0) e, . Hint:
Subtract and add the true vector y*. The N in the definition of ¥ is traditional.
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Solution.
Following the hint, we write

N * * ~A
X ==ly -y +y -5I°
o

N * * * A * a
= Sy -y +20 -y 0" =3 + 1y’ - 51
N * o * A
= — (161 +2¢- 5" = 3) +1y" - 3IF]
The deviation between the true values y* and the estimate y is
) K
ch* e [ +8) - elder
=1

=1

oo

K
= Z O 'W)W‘Z(‘f'ek)ek’
=1

{=K+1

so that

Nly - il = Z o e’ +Z(§ e’

(=K+1

The mean value of y? is given by

0
N
() ==

o K
o +2M—2<f-2@'ek>ek>
(=K+1 k=1

o0 K
e <Z<§ : ek>2>} :

t=K+1

o

+0——K0'+Z(y et + 0']

{=K+1

)

= (V- K+ Se

(=K+1

We found the first term when we fit to a correct model (Section A.8.5). We term
it a “stochastic” contribution since it is the average of a random variable. The
second term is due to model mismatch and is deterministic. We have also used

1 N
f-ek=N;§iek<xi>,

so that

K K 1 N 1 N
<f'2<‘f~ek>e Z[ Z&ek(x,-)][ﬁ Zéﬁ;ek<xj>]>
k=1 k=1 =1 j=1
1 K
e

=11,

Mz

ex(x;) ex(x; )& €))

=1

\
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—_

This solution is thanks to Antoine Baker.

6.19 AIC vs. BIC example. We work through the details of Example 6.8.

a.

Write code to reproduce the plots in Example 6.8. First, simulate the data set
itself from the true function f(r) = %2(1 -21),0 < t < 1, adding Gaussian
noise of oo = 0.01. Then calculate the first 500 Fourier coefficients and the
corresponding y?, AIC, and BIC statistics for each order.

Calculate the signal-to-noise ratio (SNR) of Example 6.8. Show that for large
K, we have p(SNR) = «/znlsW e SNR/2_ where SNR = 6%/(c/2N). The extra

factor of 2 comes from the normalization of the basis vectors.

. By approximating a sum by an integral, show that an asymptotic, large N,

analytic approximation for the model-mismatch term, accurate enough for
N > 2, is given by Xfum = gerrerys- Add the result to the stochastic contri-
bution, 1 — K/N, to generate the solid curves in the bottom three plots in the

example.

Solution.

a. See the margin plots in Example 6.8.
b. The projections of noise onto noise are Gaussian random variables y ~

N(0,1). The SNR then is distributed as y*>. From Example A.17, we indeed
have

512 s>0.

p(s) = e

V27ts

We can verify that fow ds p(s) = fow dssp(s) = 1 and fow ds s p(s) = 3. The
variance is then (s?) — (s)> = 3 — 1 = 2, implying a standard deviation of
V2. The wide spread of the values seen in the bottom plot in the margin
figure of Example 6.8d for Fourier coefficients of order greater than 100 (say)
is compatible with this law, as a comparison of the normalized coefficient
histogram with the pdf readily shows.
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c. To get the analytic approximation, we note that

Z 1 Nf dx 1

L Q=D g @0t T 283K + 1)
B 1

T 48K + 13

Then there is an extra factor of % because basis elements are not unit
. 1
amplitude: [ drcos? jmt = 3.
6.20 Balanced coordinates. Show that, for a system G = {A, B, C}, that we can choose
a coordinate transformation T, with x = Tx’ such that P" = Q’ = X. Here, the

Gramians are over ¢ = (0,00) and X is the diagonal matrix of Hankel singular
values.
a. For the coordinate transformation x = Tx’, show that A’ = T-'AT, B’ =
T™'B, C’' = CT. Then show that P" = T-'(PT~")T and Q' = T"QT.
b. Decompose P = RR' using Cholesky decomposition (Section A.1.5), and
write R"QR = UX*U", and T = RUX"'/? . Show that P’ = Q' = L.
c¢. Consider the example from Figure 6.7: A = (*01 9 ), B= (}), and C = (12).
1. Find the infinite-time Gramians P, Q. Construct a balanced representa-
tion.
ii. Find symbolically or numerically R, U, T, X and also A’, B’, and C’. You
will want to use a computer-algebra program for this part and the next.
iii. In the new coordinate system, verify that P" = Q' = X, with the diagonal

elements of X being o, = % + % (If you do not have access to symbolic-

manipulation software, do this part numerically.)

Solution.

a. Substituting gives

Tx' = ATx’' + Bu
X =T 'ATx+ T 'Bu,
N——_—— N——
A’ B’

sothat A’ =T'AT, B’ =T'B,and C’' = CT.
To find out how the controllability Gramian P = P(c0) transforms, we write

P = f dr eA’l B/B/T eATt
0
=T f dreM TT™'BBT(T™)'T" M(T™") dt
0
— T—l f dteAt BBT eAt (T—I)T
0

=7 '(PT7')Y.
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Similarly, for the observability matrix,
Qr — f dr eA’TI CITC/ eA’t
0

= f AT AT YT CCTT ' T
0

=7 j; Caret e T
=T'QT.
b. First, we write
7' =312y R T = y-\2yT RT T = R W2,
For the controllability Gramian, we write
P =T Y(PT™"Y
= @2U RTYRRO[(RY (W) 2V
=X,

noting that U is unitary, so that U™! = U". For the observability Gramian
0 = RTUX?U'R™', we write

0 =101
— (Z_I/ZUTRT)((R_I)TUZZUTR_I)(RUE_I/Z)
= Z’

¢. 1. The Gramians are easily evaluated exactly:

) o

ii. With Mathematica, the rest of the matrices are

% 0)_(0707 0 xor- [t ¥\ (0917 0157
¥ 170471 0167 v 1) o157 002

—_— W
N———

W B~

R =

9 36

: L TOR is with o2 = 17 4 V2
The singular value decomposition of R'QR is, with o = 3z + 5~

e N

b

Vo— Ao+ 0 o2 —\o- Ao+

_ {0986 -0.169) (0.944 0 0986 0.169

~10.169  0.986 0 0.00082/ \-0.169 0.986
U 2 U’

The transformation matrix T is then

po1[V2 —V2)_ (0707 ~0707
“2\1 1 )7\o05 0.5 |-
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iii.

In balanced coordinates, the system matrices are

z 3 1+ 35 | |

’ _ ’ 2 ’ 4 _ =

A‘[_l _3]’ B=| Y| C=(+5 1-5).
) V2

Note that the eigenvalues of A’ remain (-1, —2), as all we have done is
make a similarity transformation.

Finally, it is straightforward, either symbolically or numerically, to show
that in the new system {A, B, C}, we have

Pog-x- 142 0 ) (0971 o0
TETTTL o g~00.029'
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Problems
]

7.1 One-dimensional optimization, without shortcuts. Redo the example in Sec-
tion 7.1 without assuming that u(r) = —Kx(¢). Substitute the equation of motion
u=x+axinto L = $(x* + Ru?), and find x(¢) directly. Confirm the assumed form
of u(r).

Solution. The cost function is
J=1 fo dt (*(t) + Ru* (1))

=1 fo " ar (x°() + R + ax)* (1))

f ) dr L(x, ) .
0

The Euler-Lagrange equation

4 ()2
dr\ox) ox’
is then
R +af) = x + R(f + ax)(a),
which gives
X = (a2 + Ile)x.

Since we want x(¢) finite as t — oo, we take only the stable solution. Thus, using
the linearity of the equations of motion to scale the initial condition x(0) = xy to
one, we find

1
-+t
xt)y=e V'R

which implies
u(t) = x+ax
[, 1 [, 1
—\[a+t —\[a+p5t
=—\a@++te R tae R

137
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7.2

7.3

= —(w/a2+ 3 —a)x(t)

=-K"x(1).

Thus, we recover both the form of the feedback law (negative proportional
control) and the value K* that optimizes the control. Compare Eq. (7.3).
Unstable system. Repeat the example in Sec. 7.1 for an unstable system, x =
+ax + u, with a > 0. Compare with the stable case. Discuss the cheap (R — 0)
and expensive (R — oo) control limits. Show that expensive control leads to a
gain that replaces the unstable eigenvalue a with its stable “mirror image” at —a.
This is a general result.

Solution.
The problem is the same as the example in Sec. 7.1, except that a — —a. Thus,

K =+a2+1/R+a.

As with the original example, the equation for K* clearly has two regimes,
depending on R:

e Ra®> < 1, cheap control: Then K ~ 1/ VR, independent of the sign of a. This
makes sense: when control is cheap, we apply so much gain that it does not
matter what the original dynamics looks like. Differences are “washed out.”

e Ra> > 1, expensive control: Then K — 2a and u = —2ax. The open-loop
system X = +ax is thus replaced by the closed-loop system x = —ax. This
clearly stabilizes the system. Because control “effort” ~ u?(¢), we can see that
K = 2a is also the minimum-control-effort solution, in the sense that K(R) >
2a for finite R. Intuitively, even though a K in the range (a, 2a) also stabilizes
the system and with less gain, the resulting excursions are large enough that
the net penalty in J resulting from larger values of u is greater than with the
optimal gain K = 2a.

Contrast this result with that of the stable case, where K — 0 and u — 0. That
is, when R — oo, the gain K — 0. If control is too costly, do nothing. But this
strategy works only when the underlying system is stable and can relax on its
own. If not, we need to apply a minimum gain, no matter how much control
costs.

The conclusion that the minimum-control-effort solution amounts to a con-
trol that replaces poles in the right-hand s-plane with their “mirror images”
in the left-hand plane turns out to be a general one for linear systems. (More
precisely, the recipe is to replace a pole p’ + ip” with —p’ + ip”, for each pole
with p’ =Re p > 0.)

One-dimensional control, with initial and final state conditions. Solve the cou-
pled linear equations for x(¢#) and A(¢) in Example 7.1. Show, in particular,

that x(r) = xT(%) and 1) = —(1 + V2coth V2r) x(r), implying that
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u(t) = —-A@) = +K()x(t) can be expressed as a positive feedback with
time-dependent gain. Explain the behavior of 2 and K for 7 — 0 and 7 — oo.

Solution.
The equations of motion are

X=-x+u, A=+1-x, u=-41.

with boundary conditions x(0) = 0 and x(r) = x;. The systematic way to solve
such an equation is to eliminate u in favor of A and express the two coupled
equations in vector-matrix form:

$(0)-(

where the matrix A has eigenvalues + V2 and eigenvectors (1—1‘5) for +V2 and
( 1+]‘5) for — V2. Thus, the solution for x(7) is of the form

() =a(1- V2)e P 4p(1+ V2)e ¥,

where the constants @ and B are fixed by the boundary conditions at r = 0 and
t=1:

HH
|

o
N —
—_
= =
SN —

2-1
X0)=0=a(l-V2)+p(1+V2) = ﬁ:a(gﬂ),
so that
(1) =a[(1 ~ V2)eV 4 (V2- 1)e—@]
=a(1 - V2)2sinh V2r.
Thus,

Xr

x(r):xTZCZ(l—\/E)ZSinh‘/ET = a':(l_\/i)zsinh‘/zr'

Finally,

sinh V2t ]

) = % (sinh V27

To find the adjoint, we use the other part of the matrix solution:
A =aeV eV
= a(e‘ﬁ’ + (—\5 k. )e‘ﬁ’)
V2+1

=(ﬁ‘:1)[(@1)@%(@_1)@—@]
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7.4

( \/; 1)(2 V2 cosh V21 + 2 sinh V2r)
+

( \/Ecosh \/Et + sinh \/Et)
= —X;
sinh \/ET
( \/Ecosh \/zt + sinh \/Et]
—x(1)
sinh V2t

—x(t) (1 + V2coth V2r) .

Since u = —A, this has the form of a positive feedback term, with gain

K() = (1+ V2cothV2r)

which tends to 1 + V2 for large 7 (and large 7). The gain diverges at short times
t — 0, which makes sense: we need a high gain to “get the system started.”

For t — 0, A(t) ~ x./7, which diverges. This makes sense: moving x from 0 to
x; over a shorter cycle should require more “work.”
Move a harmonic oscillator. For an undamped, simple harmonic oscillator, let
the goal be to move from rest states x = 0 to x = 1 using the least control effort:

X+x=u, x(0)=x0)=0, x(n)=1, x(r)=0, J=det<%u2(t)>~
0

a. Solve the problem analytically, and find expressions for x(f) and u(z). Find
also J(7) and show that Jeor (1) ~ 12/7% and Jiong(7) ~ 2/7.

b. Plot x(¢) and u(¢) for T = 1, 2, 7, 27, 37, and 107t and discuss. A sample plot
for 7 = 7 is shown at left along with the energy E(t) = 1(x* + #%). What if
T<m?

c¢. Plot J(r), with its short- and long-protocol limits, and discuss.

Solution.

a. This is a modified LQR problem, with variable boundary conditions. Let us
put the problem in LQR form. The two-dimensional state vector is

(=0

From Eq. (7.13), the equations of motion of this SISO system are

- ) 1) omc o)

C

().~ (o)

A B

with boundary conditions

(), =(0)
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The adjoint equations are

As in Problem 7.3, there are no boundary conditions on A, since they are
imposed on x at the beginning and end of the protocol. The equation for the
control u is,

= )

BT

To solve these equations, we can immediately see that A(f) = acost + bsint.

We could then substitute this equation into the equation for x(f) and solve
the forced harmonic oscillator equation. The forcing is resonant, leading to
secular terms of the form #cost and ¢sin¢. The final step would be to impose
the four boundary conditions on x(¢) and x(¢) at t = 0 and 7. The lazier way
is to use Mathematica. We find

2[tcost(sinT + TCOST) — sin#(—tTsin7 + Sin T + TCOS T)]
272 — 1 +cos 27

x(t) =

_ 4[rcosTsint +sin7(sint — 7 cos 1)]
B 272 — 1 + cos 27 ’

u(t)

b. Here are the plots for x and u:

2 u(t) 7 7
\

0 0 2 0 B
2 - -
|
: %J< 1 1
2l B I — B I —
0 6 0 9 0 30

A few observations: For small 7, the movement is direct. For larger 7, the
optimal movement (to reduce the cost J) is to use smaller movements and
resonance, to gradually pump energy into the oscillator. Of course, unlike the
pendulum example studied elsewhere, a non-zero u = 1 would be required
to maintain the oscillator position at x = 1 for # > 7. Another interesting

4
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observation is that the energy, for T < 7, goes above the value associated with
the final state (0.5). For longer protocols, the energy monotonically increases,
approaching a linear ramp for 7 — oo.

c. The integrated cost is given by

2(27 + sin 27)

Jo)= ——88—.
® 212 — 1 +cos2t

By taking limits for small and large 7, it is easy to find the advertised power
laws. Note that the denominator for small 7 is 37* + O(7%).

100

Integrated cost J

Integrated cost J

0.01

0.1 | 10 100 0 5 10 15
Protocol Duration T Protocol duration T

The log-log plot shows well the two asymptotic limits. The linear plot shows
well how for 7 ~ mt, the system has stationary points for 7, = nm, where
J'[t,] = 0. At those special values (half-integral numbers of the natural
oscillation period), the cost is J(1,,) = 2/(n7).

7.5 Pendulum swing up. Fill in the missing steps from Example 7.2. In particular:

a. Identify x, u, and A, along with the functions L and f.

b. Compute the various derivative terms: 0L, d,L and 9, f, 0, f.

c. Write the Euler-Lagrange equations as two sets of equations for the two-
vectors x and A. Then rewrite as two coupled second-order equations for
0(t) and A(2).

d. Derive a single fourth-order, nonlinear differential equation for 6(z).

e. In Figure 7.2, why is u(t) < 0? Hint: relate the pendulum energy E to u.

Solution.
a. We have
_ X1 _ (7] _ ﬂl _ A _
(- ) e
(1) X2 _1.2
f(x,u)—(fz)—(_sinleru), L=1@).
b. We have

6xL=(O 0), oL=u, axfz( 0 (1))’ aufz((l))7

—COS X|
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c. The “official” version of the equations of motion are given by applying the

Euler-Lagrange equations, (7.8) to the above quantities. We have,

d X1 _ X2
E ()Cz) h (— sin x; + Lt) ’
% (ﬂ] /7.2) = —(ﬂl /12) (_ C(())S 1 (1)) = (/12 COS X1 —/11) .

The adjoint equation can also be written as its transpose,

i A1) _ [A2cosx
dr\,) -4 ’
and has boundary conditions at the final time 7 = 7,

(/11(7)) _ ((xl(T) - 7t))
A (1) X2(7) ’

Finally, the algebraic equation for u(z) is

0=(1 AQG)+W

u(t) = = a(1) .

Substituting x; = 6, x, = 6, A, = A, 1; = —1 then leads directly to Eq. (7.11).
. Differentiating twice 6 + sin 6 = u gives,

6" + cos 06 — sin 06> = i
Substituting u into the adjoint equation for A gives it + ucos 8 = 0, so that
0" + cos 08 — sin@&* = —ucosd,
and
0™ + cos0(20 + sin) —sin6* = 0.
The boundary conditions at r = 0 are
6(0) = 6(0) =0, () =m,0(t) =0.

Thus, 6(¢) obeys a single nonlinear fourth-order equation, with two boundary
conditions at t = 0 and two at t = 7. It is easy to verify that the numerical
solutions of this single equation are equivalent to those found in the system
of state-adjoint equations given in the first part of this problem.

. In all the protocols explored, u(¢) is negative at the end. To understand why,
let us consider the pendulum energy,

_ 12
E =36+ (1-cosb).

Differentiating with respect to time gives

E=00+sin00=0(0+sinb) =0u.

143
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Assume that § > 0 and that the pendulum is approaching the upright position
6 = 7 in the counterclockwise direction. This is the situation shown in all
three cases of Figure 7.2. Then u > 0 implies that £ > 0.

The second part of the argument is to note that the upright stationary posi-
tion corresponds to E = 2 whereas the initial down state has E = 0. Thus, E
needs to increase to swing up the pendulum. One possibility would be to set
u = 0 once the pendulum energy has increased to E = 2 and let the pendulum
“coast” to the top. But such a protocol would need an infinite amount of time
for the pendulum to reach 6 = 7t and @ = 0, whereas the boundary condition
requires a finite time 7. Thus, the protocol needs to first give the pendulum
E > 2 and then reverse to actively break as the pendulum approaches 6 = 7.
This requires u < 0 at the end.

We could also swing the pendulum up the other way, so that § < 0 as it
approaches 7t in a clockwise direction. This would reverse the signs of u in
the above argument.

7.6 Discrete, one-dimensional dynamics. Consider applying a controllable force
to a free, overdamped particle. The forward Euler method for the continu-
ous dynamics x = u gives xxy; = x; + Tsug. Let the cost function be J =
1 vN
2 2i=0 (xi + R”/%)

a.

b.

Form the one-dimensional augmented cost function J’ that respects the
constraint that x; and u; must obey the equations of motion.
Optimizing J’ directly, show that Ky_; = %. Show, too, that this expression

agrees with the result derived from general formula, Eq. (7.23).

STy
R+ST?"

Show that, in steady state, S = 1 + /1 + % and K =
For T; = 1 and R = 2, plot S and K} (see left).
For finite T;, take the limit R — 0. Why must R > 0 in the continuous case?

Solution.

a. The augmented cost function is formed by adding the constraint and its

associated set of Lagrange multipliers. From Eq. (7.19), we have
N
J = % (XI% + Ruz) + A1 (X1 + xx + Toug)
k=0

N
Xe1 = Xk + Ty, and  J = %Z(xi +Ru,f) ,
=0
where we choose for cost function the discrete analog of Eq. (7.1). A direct
way to solve the optimization problem is to note that if we start at time step
N -1, then

1 2 2 2 1 2 2 2
J(N—l)—>N =3 ['XN—I +RMN_1 +)CN] =3 [XN—I +RMN_1 + (xy-1 + Tsun—1) ]
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We set uy = 0 because it affects only xy,;, which is not part of J. Then we
pick uy_; to minimize Jiy-_1)-n:

OJN-1)=N
(;—) = Rupn_1 + (xn-1 + Tsun-1)(T5) = 0,
-1

and

I S ok 1
XN-1, 1= .
R+ 12 N-1 N-1 R+ 12

(7.756)

Un-1 = —
. The steady-state discrete algebraic Riccati equation is
S=AT[S-SB(R+B'SB)'B'S|A+Q,

which, for A = Q = 1 and B = T;, gives

S2T12 S272
S=(1)(S——S)(1)+l — s =1,
R+ ST? R+ ST?
which implies
R 1 1 R
§2-S-—==0 S=c+,|-+—.
TSZ = 2 4 TSZ
Then,
7.8
K=R+B'SB)'B'SA — —_
R+ T2S

. See computer program.
. The limit R —» 0 gives S = 1 and K = % Substituting into the equation of
motion, we have

1
Xee1 = X + Tuy, U = =7 X
S

= X — TS(%SXk) =0.

This optimal controller is just the deadbeat control algorithm that we saw in
Section 5.4.2. Notice that if T; — 0, then K — oco. Thus, from a mathematical
point of view, we cannot set R = 0 for a continuous controller because the
feedback gain becomes infinite. Physically, this result just restates the obser-
vation we made in Chapter 5: that deadbeat control really reflects a limitation
of discrete control, in that no matter how much control effort is available, the
sampling time T sets an upper limit to the gain. If you go beyond that gain,
then you have oscillatory behavior (with a higher cost function). By contrast,
in the continuous case, there is no mathematical limit to the maximum gain.
Of course, an infinite feedback gain implies an infinite control signal, which
is physically impossible.
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7.7

Discounted LQR. The cost function J = § [ dre™ (xTQx + uTRu) is partic-
ularly popular in economics. The parameter @ > 0 discounts, or reduces the
influence of future costs exponentially, on a time scale (2e)~'. This type of cost
function has a steady-state solution, even though it is effectively a finite-horizon
control problem.

a.

By defining new variables ¥ = e x and # = e u, show that the prob-
lem reduces to solving a time-independent LQR problem with modified
dynamics A.

Show that the optimal control of the discounted problem has the form u =
—Kx, and find K in terms of the solution to a steady-state Riccati equation.

. Find K(a) for the one-dimensional problem of Section 7.1. You should get

the plot at left, for a = R = 1. Intuitively, why does K decrease with a?

Solution.

a. Defining ¥ = e * x and & = e~ u, the new cost function is

J= %fow dt (¥'Q% + @' Rat) ,

which is time invariant in terms of the new states and controls. We need to
work out the dynamics of the new state:

X=-ae¥x+e %k
=—aX +e *(Ax + Bu)
= —aX + AX + Bii
=(A-al)x + Bii.

Thus, if we define A = A — al, we have completely reduced our problem to a
stationary LQR problem in terms of &, i, and A.

. The solution to the standard LQR stationary problem is derived in the main

text. In terms of our transformed variables, it is

ii=-R'B'Sx=-Kx.
where
S=-0-A"5-5A+SBR'B'S.
Now transform back to the original state and control variables:
u=-R'B'Sx=-Kx.

Thus, the solution is time-independent, with K expressed in terms of S, which
differs from the original problem in using the modified dynamics A. Notice,
of course, that when @« — 0, we recover the original LQR steady-state
solution.
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C.

Let us apply the general solution to the one-dimensional problem,

J=1 fo " dre2n (xz(t) + Ruz(t)> ,

X =—ax+u(t), x(0) = xo, a>0.

The transformed dynamics have a — a = (a + @), so that the Riccati equation
becomes

5 . §?
S=0=-1+2aS + —,
TR

with solution
S =-aR + Va*R> +R
and feedback gain

R@)=R'D)S ==(a+a)+ V@+a)?+1/R.

The optimal gain K decreases with « because the discounting implies dynam-
ics equivalent to a stationary problem that is more stable than the original
dynamics (increase of « in the decay rate). Thus, less feedback is needed to
stabilize the equivalent dynamics. In the numerical example witha = R = 1,
the optimal gain of the undiscounted problem is K(0) = V2 — 1 ~ 0.41.

If the initial system were unstable, the reduced gain might not be enough to
stabilize the closed-loop dynamics. This makes sense: if you truly care only
about the finite-time behavior [out to a time (2a)~!], then you can accept a
possibly unstable solution. Still, you probably would want to limit your value
of @ so that such instability does not occur.

7.8 Optimal control of an undamped harmonic oscillator. In Chapter 4, we studied
the PD strategy for regulating a harmonic oscillator against input disturbances.
In Example 4.10, we found that for G = —; that the PD controller K = k; + kas

1+52

gave good results for k; = 3 and k, = 4. Here, design a similar controller using
optimal control. Fix the weights Q to be the 2 x 2 identity matrix and vary R.

a.
b.

c.
d.

Find, numerically or algebraically the “LQR” gains k;(R) and k;(R).

By plotting the system output y(¢) and controlled input u(f), show that R =
0.08 gives a response similar to the PD controller. (Plot should resemble one
at right.)

Show that the only value of R giving critical damping is R = 1/8.

Why is the LQR controller, in general, not critically damped?

Solution.

a.

See the Mathematica file on the book website.

To solve the LQR gains for K = (k; k;), we can use built-in routines in
control software such as Mathematica or Matlab. These programs will, how-
ever, typically give only numerical solutions, for a specified value of R. To
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solve symbolically, we use Mathematica to derive (and solve explicitly) the
algebraic Riccati equation,

Q=-A"S-SA+SBR'B'S,

for the 2 x 2 matrix S. Here,

0 -1 0 1 0
A:(1 O)’ B:(l), Q:(O 1), andR=(1).

The solution for § is complicated. As discussed in the text, there are multi-
ple solutions, but only for one is S positive definite. Selecting that one and
calculating K = R'B'S, we find

1 \/R—2R2+2 R3(1+R)
K:(k1 k2>, ki=-l+ 1+, k= = .

These k-dependent gains are plotted here below.

Feedback gains

0.0l 0.1 |
LQR parameter R

. At R = 0.08, we have k; ~ 2.7 and k, ~ 4.2, which are close to, but different

from the (3,4) solution used for the PD controller giving critical damping
(pole at s = =2).

. To have critical damping of the closed-loop response, the transfer function

should be of the form T'(s) = m = ———. On the other hand, a controller

K = (k| k) leads to a closed-loop transfer function with denominator
S +ks+(1+k) o s>+ 2as+ad*.

Matching terms leads to k% /4 =1 + k;. Inserting the expressions for R given
above leads to a single solution, R = 1/8, which corresponds to a decay rate

a= V3.

. Why is the LQR controller not critically damped (except at R = 1/8)? Well,

why should it be? The point is that critical damping for a closed-loop response
can come from a cost function that seeks to minimize the decay time of the
response-amplitude envelope. The LQR controller discussed here minimizes
a different cost. Two different cost functions in general will lead to two differ-
ent controllers. As discussed in several places in this chapter, there is nothing
inherently “good” about optimal control. Rather, you replace a direct design
of the controller with an indirect one that translates the cost function into a
controller.
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7.9

Minimum-effort control. Consider our canonical SISO linear system, x = Ax +
Bu. Assume that we want to move the state x(0) = 0 to x(7) = x,. We do not care
what the intermediate path x() is; rather, our goal is to choose the function u(z)
so as to minimize the required control effort & = fOT dr u*(f) (often an energy-like
quantity).

a.

Show that the optimal input is given by u = BT e’ ™ P~!(7)x,, where the
n x n dimensional controllability Gramian matrix is P(t) = fOT dted' B BT &A™,
Hint: This problem is just LQR with a boundary condition on x(7).

Deduce the normalized minimum control effort, &, = % =i P(v)'a,
assuming that the target x, = f2is a vector on the unit n—sr;hrere.

Show that if x(0) = xo # 0, then x, — Ax = x, — 47 x,. Please interpret.

. For x = —x + u, with x(0) = 0 and x(r) = x., find the input u(¢) with min-

imum effort and the corresponding state x(f). Show that the corresponding
normalized minimum effort is &, = 2(1 — e 2")~!. Physically, the system cor-
responds to moving a Brownian particle in a harmonic potential, and we ask
for the minimum effort to push a particle “up the potential.” Discuss the
limits T — oo and 7 — 0.

Solution.

a.

In the general solution, we have Q = 0 and R = 1. Also, we have to impose
the boundary condition on x at both t = 0 and ¢ = 7. As a result, we do not
impose a boundary condition on A at ¢ = 7. Thus, from Eq. (7.13), we have

A1=-A"2, — At) =AY
where the integration constant is such that A(t) = A.. Then,
u=-BA=-BTe,.

Inserting into the solution for x(¢) gives

f dr e B u(r)

0

Xz

- f dteATD BB A D 2 = —P(1)A,,

0

where we note that

T T
f dreAT) B BT A = f dse?" BB eA"s = P(1),
0 0

as can be seen by substituting s = 7 — ¢. Thus, A, = —P~'(1)x,, and
u=B e pl(D)x,,

as claimed.
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b. Since P is symmetric by construction, we can write the expression for the
control effort as

Szf dr u*(r)
0

— :lr'Pfl(T)f dr eA(T*[) B BT eAT(Tft) P*l(T) X;
0

P(7)
=xIP'(0)x,.
Since the minimum control effort clearly scales with the initial condition |x|?,
it often makes sense to normalize by this factor and define &, = &/|x.*.

c. For the case where x(0) = x¢ # 0, we recall that the solution for x, that takes
account for the transient produced by the initial condition:

.
x:=eTxy + f dredT Bu(r).
0
Rewrite this equation as
.
Ax=x,—exy = f dred " Bu(r),
0

with Ax the difference between the final state under control, x,, and the final
state of the system in the absence of control, e4™ x, as illustrated at left.
Then A, = —P~!(1)Ax, where

Ax =x, — e xg,
and the optimal control is
u=B"eAT p i) Ax,  &=Ax" P7'(1)Ax,

which makes sense: it is moving the system from its “natural,” uncontrolled
state that requires control effort. Similarly, the normalized control effort is

P AxT Pl(1) Ax
T AXTAx

d. With A = -1 and B = 1, we have

P() = f dre(1)(1)e™ = f dre? = 1 (1- ).
0 0

Then,

2 2e7" 2
= —(r=n == - !
ut)=()e (l—e—ZT)xT oo Xr € xr(ef—ef) e .
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We find the state x(¢) for 0 < ¢ < 7 by

' : 2 ,
x(t) = f dr’ e(”)(l)xT( - ) e
0 el—e T

2 ! ,
Xz ( ) e’ f dr e
eT—e T 0
=x; e
eT—e T Z

The normalized control effort is then

1 [ 1 4 T
En=— dti*(t) = — | ———— 2f dr (e")?
TR fo ) x2 [(eT—eT)z] s ©)

Z(eZT—l)
2
T l-e2

In the limit 7 > 1, we have &, — 2. For 7 < 1, we have &, — 7 !. The
divergence in 7 is expected: moving quickly requires a lot of control effort.

7.10 Minimum-energy control. In Problem 7.9, we discussed the minimum-effort con-
trol; however, the relation of “effort” to thermodynamic work is not entirely
obvious. In this problem, we explore operations that minimize the heat dis-
sipated into the surrounding fluid bath. Consider an overdamped particle in
a harmonic potential, with equations of motion x = —x + u, with x(0) = 0
and x(t) = x;. For simplicity, ignore thermal fluctuations, which would add
a stochastic term.

a. Define the heat dissipated into the bath as Q = — j(;r dz i*, where the neg-
ative sign denotes that energy is lost by the particle and reappears as heat
in the bath. Generalize the cost function in Eq. (7.12) to allow for a cross
term proportional to u(¢) x(f); deduce the trajectory x(r) and control u(f) that
minimizes Q.

b. Calculate Qp,, for this minimum-dissipation trajectory. Discuss the limits of
large and small 7 (assuming x; to be fixed and finite).

c. The work done on the particle is W = fOT dr u(r) x(t), where u(t) is interpreted
as the applied “force.” Calculate Wy,;,, and interpret for large and small 7.

d. Verify that the first law of thermodynamics holds, in the form of AU = W+ Q.
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Solution.

a. We quickly repeat the optimal-control derivation. The absolute value of the
heat functional Q[u(f)] is given by

|Q|=+f dtxzzfdt(—x+u)2=fdt(xZ—qu+u2>.
0 0 0

We then define an “augmented cost function” that adds the equation of
motion as a constraint:

T T
J= %f de (% = 2xu + u?) + A(—% — x + u)dt = f dr L(1),
0 0
where the factor of % amounts to a redefinition of A that is done to conform
to the notation in the text. We then apply the variational equations.
d oL . OL )
——=-A=—=x-u+d = A=A-x+
dr 0x ax ! T
oL
— =—x4+u+1=0 il A=x—-u.
ou
Putting these equations together then gives A = 0, or 4 = Ay. From the
equation of motion, x = —x + u = —Ay, so that x(r) = —Apt. Imposing the
boundary condition x(7) = x, then gives
Xt =, k=2 un=i+x=20+0).
T T T

b. The minimum heat dissipation is

T 2
X. X
Qmin:_f dtxzz(—T)TZ——T.
0 T T

We note that O, — 0 as T — oo. If the movement is done adiabati-
cally (infinitely slowly), the dissipated heat goes to 0. For r — 0, the heat
dissipation diverges, as expected.

¢. The minimum work done is

T 2 T 2 2
Wmin:f dtux:(&) f dt(1+l‘)t,=(ﬁ) (T+%T2)=%x$+ﬁ.
0 T 0 T T

For 7 — oo, we have Wy, = %x%, which is just the change in potential energy.
For 7 — 0, the work diverges.

d. We verify that W + Q = 1x = AU.

Soft end-time constraints. Consider one-dimensional motion of a Newtonian
particle with ¥ = u and x(0) = x(0) = 0. The goal is to move the particle close to
x(t) = x;, while minimizing the fuel cost. We impose no constraint on the veloc-
ity at ¢+ = 7, and the dynamics-constrained cost functional is given by Eq. (7.6).
The soft end-time constraint leads to the usual Euler-Lagrange equations (7.8),
which hold for ¢ € (0, 7]; however, the boundary condition at time 7 becomes
0y ¢ + 0¢ L = 0. If x enters only in the constraint on the dynamical equation, the
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boundary condition becomes A'(t) = dy¢(7). We choose L = %uz (no x depen-
dence) and ¢ = 1S(% — 1)°. Scaling x by x,, 7 by 7, and defining ¥ = x(1), we
have,

1 1
J=1sE-17+ %f dru*(1) +f dt A" (—x + Ax + Bu).
0 0
where (X — 1) = x(r) — x; in unscaled units. The parameter S balances accuracy

of the end state against control effort (“fuel consumption”).

a. Write the equations of motion in the standard form x = Ax + Bu.

b. Write the adjoint equations for A(¢), with boundary conditions at ¢ = {0, 1}.

c. Find x,(¥), x2(2), 1(2), A2(¢), and u(z), as well as a relation between x and S
and an expression for J*(S). Show that u(r) = % 1-1.

d. Discuss the limits § — coand S — 0.

e. ForS =1and S = o, plot u, x, and x over the interval r = (0, 1).

Solution.

a. The equations of motion are x; = x, x| = x, X, = u, which, in matrix form,

give
gxl_O 1 X1 + 0 u
dr\x) V0 0) \x 1]
—— —— N——

A x B

b. The Euler-Lagrange equations are
A=-Q0x-A"1,

with Q = 0, giving

d (4 _ (0 0\(4 - .

dt(/lz)_ (1 0)(/12) = A=0 A=-4.
The second equation, from minimizing with respect to u is u = —R™'B'A.
With R = 1, we have

u=—(" (o 1)(2) =-.

The boundary condition at 7 = 0 is on the state equation: x(r = 0) = xo = (J),
since the particle is specified as being at the origin (x; = 0) and stationary
(x,=0)atr=0.

The boundary condition at ¢ = 1 is, with ¢(x) = %S()‘c —1?and ¥ = x;(t = 1).
Taking the transpose (so that we write column vectors, instead of row vectors),

we have
(D) (S(x-1)
L)) 0 '
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c¢. Collecting the equations and boundary conditions, we have five equations for
the five unknown quantities xi, x,, 4, 42, and u. The equations and boundary
conditions are

X1 = X2 x1(0)=0

B =u %(0) = 0
=0 (M) =8Ex-1)
A= -1 (1) =0
u=-»A

To solve this system of equations, we start by noting
L) =SE-1).
Then
LM =SE-Dd -1,
u®@=S1-x01-19,

Then, we can determine the state equations:
nm:sa—@ﬁ—yﬂ
x(0)=51-% (37 -17).

We still need to determine x. Imposing x;(¢ = 1) = X, we have

S
S+3°

¥=
The final solution then is

— 3 1.2 1.3 _ 38 1.2 = _ S
a0=(g3) 3 -4) w0=(F55)0-19) =5

() = —(i) () = —(i) (=0 ult)= (3353

S+3 S+3 )O_”'

The optimal cost is

1 9 952 ! 1( 38

=2 dr(1 -1)?*| == .

! 2S((S+3)2)+(S+3)2f0 (-0 2(5+3)
—————

1/3
d. The key quantity is x. We have
S=0 x=0 J'=0
3 3
S =1 T== Ji==
Ty 8
_ . 3
S — o x—1 J =5
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7.12

The limits are easy to understand. For large S, the solution tends to the target
value. For small S, the best thing is to stay put and not do anything. For finite
S, the best thing is to always fall short relative to the target (¥ < 1) by a precise
amount.

In the S — oo limit, J* does not go to co. All we are doing in this limit is
imposing the constraint that we must hit the target. While this requires more
fuel than falling short, it does not require an infinite amount, and thus, J* is
finite.

e. For the control, velocity, and position, we have

X2
X

target®
4

Control u

3
2
|
0

Velocity v
Position x

0 Time t I 0 Time ¢ |

0 Time t

Sequential optimization and the Bellman equation. The “magic” of the Bellman

equation arises because the optimization over N variables has a special “sequen-

tially coupled” form. Consider optimizing L(xy, X2, x3) = fo(xo, x1) + f1(x1,x2) +

f2(x2, x3), where x¢ is given (the “initial condition” for a dynamical problem).

Although one could solve the three coupled equations d,,L = d,,L = d,,L = 0,

the special “intertwined” structure of the problem suggests a simpler, sequential

solution.

a. Solve the equations sequentially, starting from d,, f> = 0.

b. For  fo=3(0—x1)?-x1,  fi= 35— -x,  fr=300-x3)" x5,
find the minimizing set {x], x3, x;} by naive “global” optimization and by the
easier “sequential” optimization. [See Rawlings et al. (2017), Section 1.3.2.]

Solution.
a. We first minimize f>(x, X3) over xs:
. 0
X3 = argmin ﬁ =0, and f5(x) = fo(x2, x57).
X3 axS )
We then minimize fi(x, x2) + f; (x2) over x;:

" 0L+ f5)
X, =argmin ————

3 =0, and f7(x1) = filx1, 5 + (5.
X2 x2

Last, we minimize fy(xo, x1) + f;(x1) over x;:

. . 0(fo+ f})
X = argmimn ————
X1 axl

=0,

We have converted the solution of a set of three equations in three unknowns
into three sequential optimization problems, each involving a single variable.
With such a structure, we can clearly extend to N time steps, as we do in
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the main text in the Bellman equation. We use the x3* notation because this
intermediate minimizer is a function of x;.

As an aside, the kind of simplification we see here is analogous to the distinc-
tion between general matrix inversion and the much-easier tridiagonal matrix
inversion of linear algebra.

The next step is to generate explicit minimizers xj, x, x by forward iteration:

* ok

xX] =x]
G =)
Xy =x57(x5).

sk

The first equation will be trivial because x}* only depends on x, which is
considered known. Then we can propagate forward, substituting the optimal
values as we go along. This will be clearer in the next section, in an explicit
example.

Lastly, we can write the value of the overall function L = fy + f| + fo:

L = fo(xo,x)) + fi(x], x3) + fo(x3,X3) .

. We consider the example

1 2 1 2 1 2
Lx1,x0,x3) = 5(x0 — x1)" — x1 + 3(x1 —x2)" —x2+ 3(x2 — x3)" — x3 .

fo N f2
The global optimization leads to a set of three coupled equations,
oL 0L OL
an  om  Oxy
which leads to the matrix equations

2 -1 0)(x xo+ 1

-1 2 -1{{x|=| 1 |,
0 -1 1 )\xs 1
————
A
which implies that
X I 1 1)(xo+1 X0+ 3
xl=(1 2 2 1 |[=]x+5
x5 1 2 3 1 X+ 6
- ———
Al

We can do this problem as a sequence of single-variable optimizations if we
take advantage of its intertwined structure of variables. We first solve

. . 0fr
x; =argmin =— =0
3 gX3 ax?)

=xn+l = fn)= o) =-xn-1.



Problems

We then solve

x5" = arg min —8(f1 t ) =0
2 X2 ax2
=x1+2,
which implies that

fi) = filx, 559 + f5(657) = =2x; — 3.
For the last stage, we solve

o 0o+ 1)
)Cl = arg mmn-—]mmm—— =
X1 6x1
=x+3 = fy(xo) = folxo, x7) + fr(x]") = =3x0 - 7.

We note that f;(xo) = L(x], x5, x3).

Notice that we now have a forward recursion relation for the x;:
xXp=x7"(x0) =x0+3
XN=x"()=x{+2=x+5
X=x705)=x+1=x+6,
which reproduces the global solution found above. In the above discussion,
we have distinguished between x3*, the optimal value for an arbitrary x| from
x5, the optimal value given the optimal x;. We start at x; because, different
from the other equations, we assume that we know x, as an initial condition

for the problem. Thus, the recursion relation goes back from the final stage
in a first pass and then forward from the initial condition in a second stage.

7.13 HJB for LQR. Using Example 7.4 and the ansatz J* = 1x"Sx, derive the steady-
state Linear Quadratic Regulator (Eq. 7.17) by starting from the Hamilton—
Jacobi-Bellman equation (Eq. 7.31). The running cost is L = 3(x'Qx +
u"Ru).

Solution.
The time-independent HJB equation is

ir;f [L(x,u) + (0:J") f(x,u)]=0.

From the equations of motion are ¥ = Ax + Bu, we have f(x,u) = Ax + Bu, so
that

inf [$(x"Qx + u"Ru) + (8,J%) (Ax + Bu)| = 0.

The suggested ansatz J* = % TSx implies first of all that S is symmetric, since
any antisymmetric component will contribute 0 to J*. Thus,

0, J)=x"'S.
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Hence,
irl}f [%(xTQx +u' Ru) + (xTS) (Ax + Bu)] =0.
Because u is unbounded, the “inf” is found by taking 9, and setting to zero:
WR+x'SB=0".
Taking a transpose and remembering that R and S are symmmetric gives,
u=—(R"'B'Sx,
which is Equation (7.14). We then substitute u back into the HIB equation:
1 [x"Q@x + <"SBRHR(R™'BTSx)| + (x'S) [Ax - B(R™'BTS)x| = 0
x'[$(Q+SBR'B'S) + ;(SA + A'S) - SBR™'B'S|x = 0,
which implies that
Q+SA+A'S-SBR'B"=0,

which is Eq. (7.17). Note the decomposition SA — %(SA + A'S). This follows
because the condition x'[- - - ]x = 0 implies that the symmetric part of the brack-
eted terms [---] = 0. The linear combination isolates the symmetric part of SA.
There is no constraint placed on antisymmetric terms.

Anti-windup control. In Section 7.5.1, we showed that we could improve a PI
controller’s performance by ensuring that the integrator does not update if the
controller value would exceed its physical limits. Here, the goal is to reproduce
Figure 7.5.

a. Start with parts (a) and (b). Although you could use the step response
function of standard control packages, write a simple forward Euler rou-
tine to integrate the equations, X = u, u(t) = Ky (e+ fot dr e(t')) directly.
Here, e(r) = x, — x(t), x, = 5, and Ky = 1. Recall that for forward Euler,
X~ %(ka — xz), with Ty the time step. Find a time step Ty that is small
enough that numerical accuracy is good.

b. To reproduce (c), impose saturation, |u| < 1. In your code, distinguish the
signal v(¢) that the controller would send to the system from u(), the signal
actually sent.

¢. To reproduce (d), add anti-windup control: whenever |[v(¢)] > 1, freeze the
integral value by disabling the update.

Solution.

Code using the standard numerical ODE routine of Mathematica,
NDSolveValue, which allows constraints, is given on the book website. Figure 7.5
was actually produced with simpler code based on a first-order Euler discretiza-
tion. The latter is closer to a digital implementation of a PID loop. With a
short-enough time step, there is little difference between the two solutions.
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7.15 One-dimensional constrained optimization. Finish the analysis in Example 7.5.

a.

b.

Show that the Pontrayagin minimum principle implies that u(t) = —sat[A(7)],
where the saturation function sat limits A(¢) to =1 (see right).

By minimizing the Hamiltonian H(x, A,u), show that the the crossover
between constrained and unconstrained dynamics occurs at 7 = In[(1+xp)/(2+
V2)]. Or, make a less-rigorous argument by assuming that () is continuous
atr=r.

. Generate the plot shown in the example, with xy = 5 and 7 ~ 0.56.

Solution.

a.

The control Hamiltonian is H = 1(x* + u?) + A(-x + u). The PMP asks us
to choose, at each instant in time, u(f) to minimize H(x, A, u), while respecting
the constraint |u| < 1. There are two cases:

e The constraint is not active. Then we can take d,H = u + A = 0, which
implies u(t) = —A(7).

e The constraint is active. Then u = +1. Since u?> = +1, the term plays no role
in deciding which u to choose. Rather, we minimize the term +Au, which
implies taking u = — sign(Q).

Putting these conditions together, we have

-1, a2>1
u(t) = —satfA(1)] =<-4, 0<A<1
+1, A<-1.

First, the less-rigorous argument: The two solutions are easy to calculate. For
t < 1, we expect the constrained solution, where u = —1. Then x = —x — 1,
with x(0) = xo implies that x(r) = =1 + (xo + 1) e~ and, hence at the crossover,
x(1) = =1+ (x0 + e,

The other solution has u = —K*x, with K* = V2 — 1. This goes from ¢ = 7,
where x = x(7) (given above). Using the results from Section 7.1 implies
x(t) = x, e~ V20 and u(t) = —K*x(7).

At the crossover, we can equate the two expressions for u(7), giving

w(r) = —1=-K"x(r) == (V2= 1)[-1 + (xo + D] .

Solving for 7 gives the requested crossover time.

The above argument assumed a lot about the structure of the solution. A
more fundamental way to approach the problem is to evaluate the Hamilto-
nian along the solution. We know that it is constant. For the unconstrained
solution, as t — oo, the functions x, 4, and u all tend to zero, implying that
H = 1(x* + u?) + A(—x + u) - 0, too. Thus, our task is equivalent to evaluat-
ing the Hamiltonian for the first part of the solution. Using Mathematica to
evaluate A(¢) and then H, we find that

H=1-(2-V2)(1+x0) e +(3 = V2) (1 +x0)? e .

sat())
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C.

Substituting the expression for the crossover time or solving the quadratic
equation for (1 + xg)e™" gives,

e’T=2+‘/§ = H=1—2+(%—\/§)(2+\/§)2=0.

1+ xo ’

1

Thus, H has a minimum H = 0 for the crossover 7 given above. Choosing this
value of 7 gives H = 0 for the entire solution, as expected.
See book website for code.

Bang-bang control of a harmonic oscillator. Consider an undamped harmonic
oscillator, ¥ + x = u, where the piecewise-continuous forcing u(z) is restricted
to the range |u(r)] < 1. Starting from initial conditions x(0) = x(0) = 0, find
the piecewise-continuous control that maximizes x(7r). Encode this goal in J
by setting the penalty L(x,u,f) = 0 for 0 < ¢ < 7 and the end-time penalty

¢lx(m)] = =x(7).

a. Solve for u*(¢) using the Hamilton—Jacobi-Bellman equation.

b. Solve again using the Pontryagin Minimum Principle.

¢. Show that if T = 27, then x(v) = 4. Plot u*(¢) and x*(¢) for 0 < r < 27.

d. If you “knew” that u(z) switched from —1 to +1 at an unknown time 7, then
you could compute J(19,7) = —x(r) and minimize J directly. Do this ana-
lytically for this problem and confirm the result of part (c). [See Kappen
(2011).]

Solution.

a. We rewrite the equation of motion in vector form, defining x;(r) = x(¢) and

x(8) = x(b):

o X] _ _ 0 1 X1 0 _ X2

o= (i) =5 o)) e
Then the HIB equation, Eq. (7.31), for the value function J(x, u, 1) is

0, J + 1}1i1nl] [0y, J — x10y,J + ud,,J] =0.
ue[-1,

We have to minimize over u at each point in time. Because the HJB is linear
in u, the optimal u(¢) is =1 and is given by

u(t) = —sign (d,J) .
Since |x| = sign(x) x, the HJB is now
O J + %204, J — x10,,J — 10y, J| =0,

with boundary condition J(r) = —x (7). We can solve this partial differential
equation using the ansatz that J is linear in x:

J(x,1) = fo(O) + x1 fi(D) + x2./2(2) .



Problems

Substituting this form of J into the HIB gives f; = —f, / = fi, and fy = |/,
with boundary conditions fy(r) = f2(r) = 0 and fi(r) = —1. The solution is

fi(®) = —cos(t— 1), H) =sin(t—1).
The optimal control is then
u*(r) = —sign[sin(z — 7))

Given this control, we can integrate the equations of motion forward from
time ¢ = 0, to find x(¢). There is no need to solve for fy(7), unless we want
to evaluate the cost-to-go itself. The solution for x(¢) is complicated alge-
braically to express for general T but simple once 7 is fixed. We explore a
specific protocol duration below.

. The control Hamiltonian H(x, 4, u) is given by

H=0+A1x + L(—=x1 +u).
Minimizing over u at each ¢, we have
u* = —sign(4,).
Then Hamiltonian is then
H = A1x3 — Ax; — |4,
and Hamilton’s equations give

X = 6/1]7‘[ = X2, Xy = (9,12'7‘{ = —X1 — sign(/lz)
/.11 =—6X1'}{=/12, /.12 =—6XZ7‘{=—/1] s

with boundary conditions
0 1
w-[). ao-()

Ay =cos(t—1), A =sin(t — 1),

The solution for A() is

and
u*(t) = —sign(dp) = —sign[sin(t — 7)] .

‘We thus find the same u*(r) and hence same x*(¢) as before.
. With 7 = 27, we can evaluate the control explicitly:

-1 0<t<m
u* (1) = .
+1 m<t<2m

and, hence,

—1+cos(t) O0<t<m,
x(t) =
1+3cos(t) m<t<2m,
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which is gives x(27t) = 4. This is the largest possible end-time amplitude at
T = 27, given that u() is restricted to be in the range of [—1, 1]. Intuitively, we
push down until the spring stretches to its maximum negative value, and then
we jerk up to get the biggest possible amplitude.

d. As discussed briefly in the main text, the Pontryagin minimum principle pre-
dicts that there should be n — 1 sign changes for an n-th order linear system,
which implies that there should be a single switch at some unknown time 7
during our protocol. Intuitively, the first period should have u = —1 and the
second u# = +1, so we can calculate directly the solutions using these values of
u. That is, we solve

i+x=-1 x(0) =x(0) =0, O0<t<Tg

¥+x=+1 x=x(tg) =x=x(rg), To<t<T,
which leads to

—1 +cost O0<t<T1g
x(t) =

1 +cost—2cos(t—T1g) To<t<T.

In the spirit of simplicity (for this part of the problem), we just want to
maximize
x(t =2m) =1+ cos 2t — 2 cos(2m — 1)
=2(1 —costy),
by varying 7y. Clearly, this is maximized for 7 = 7, which makes x(27) = 4.

7.17 Observer for van der Pol oscillator. Design an observer for the van der Pol
equation, X; = xp, X, = (1 — x)x, — x;, with output y = xy.

a. Derive a time-dependent, linear equation for the error e = x — %.
b. Find gains L that give critically damped observer dynamics.
c. Plot § and 6, 6 and @ versus time and each other for e = 1 and ¢; = 2. See left.

Solution.
a. In state-space form, the van der Pol dynamics are
)'61 =X
X =€(l - x%)xz - X1.
The observer dynamics are
dx
dr
dx
dt

X+ 411 = %1)

e(l = 33y — &1 + Oa(x) — 2y).
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The error e = x — % then has dynamics e = Ae, with

0 1
A= (—1 —2eitr el —fcf))’
and A’ =A-LCis

y - -6 1
—1-2etitr—b6 e(l-2D)
Since £; and %, depend on time, so does A’.
b. The characteristic equation is
@+ 0)(A— el =5))+ 1+ +2eki 2 = 0.
With help from a computer-algebra program, we find the eigenvalues

1
A= (1-B -t 3420046 - 46228 208 + 5 - 81k) .

The condition for critical damping is that the square root vanish:
3420+ 65 — 4L - 2% - 20,3 + & - 812 =0,
which implies
b= (-3+20 + 6 - 28] - 2057 + & - 851%,) .

c. The plots are fore = 1, x; = 0, x, = 1, and ¢; = 2 and are given below. For
critical damping, the formula from part (b) implies

=5 (5687 + & - 80%y) .

2 ’: 3ﬁ .g
= - 5/ o [ -
.5 0 . o 0 g
00 ~
7 5 34 5.
—T T T T §
-3 0 3 0 5
0(t) time t time t

7.18 Pendulum swing up: numerics. A simple numerical method to solve the pendulum
swing-up boundary-value problem is to discretize time functions.

a. Rewrite the equations of motion given in Example 7.2 to eliminate u(r). Write
them as a four-component vector z = 6,6, A, A obeying 7 = h(z).

b. Use a standard numerical routine to solve the pendulum swing-up boundary-
value problem for a given value of 7. Confirm the plots shown in Figure 7.2.

c. Define n time intervals Ar = 7/n and denote z; the values of the four com-
ponents at time ¢t = k Az, with k € {0,...,n}. From the trapezoidal rule of
integration,

et = 2k + AL (R(z) + B(zien)) k=0,...n—1,
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and adding the four boundary conditions, write down a coupled set of
4(n+1) nonlinear algebraic equations for the 4(n+1) variables z;. Express your
equations in the form h(z;) = 0. For coding, write them out explicitly, too.

d. Solve these equations using a standard numerical root finder. You can try
Newton’s method, which requires calculating the Jacobian matrix for h(z;)
(tricky). The secant method, which approximates the Jacobian using finite
differences, is simpler and also works. Confirm Figures 7.8 and 7.2.

Solution.

a. The original equations for the pendulum state and adjoint are given by
6(t) + sin (t) = u(r), 6(0) = 6(0) =0, O(t) =m,0(r) =0.
and
A1) + At) cos () =0,  u(t) = —A(F).

If we eliminate u(r) in favor of 6(r) and A(¢) alone and convert to first-order
equations, the equations of motion are

0 0
d|éo —sind— A . .
wlal= 3 s 6(0)=0(0)=0, 6O6(tr)=m, 8(t)=0.
A —Acos@

With z = (6,6, A, }l)T, the four equations of motion can be written as z = h(z).
b. See code on book website, based on Mathematica’s NDSolveValue.
¢. Written explicitly, the 4(n + 1) equations are
=0
6 =0

et — Ok — A1 (O + O1ir) = 0

9k+1 - gk - %A[(— sin@; —sinG.; — Ay — Agy1) =0
At = A = A + L) = 0

st — A — 3AL (=2 €08 O — Ay €OS Bpay) = 0

6,-m=0
9,[:0,

where k ranges from QO ton — 1.

d. The challenge in coding is to formulate the list of nonlinear equations for
an arbitrary number n + 1 grid points (or » intervals). One way to do this
is to define a band-diagonal matrix (plus a couple of odd clements for the
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boundary conditions) that, when multiplying the vector z; gives the appro-
priate equations. Alternatively, Mathematica has built-in tools that make the

task even easier.

See the book website for code.

7.19 Pendulum swing up: adding feedback. Add linear feedback to the swing-up-and-
balance protocol. First, calculate the nominal optimal control ug(f) and g (r)
(Problem 7.18). To find a linear feedback law for small deviations, assume a cost
function where the weight Q on each state deviation matches the weight R on

control effort.

a. Calculate the linear feedback K = (k; k;) gains three ways:

i. Use the time-independent LQR gains for the upright, balanced state,
ki = k, = 1 + V2. Standard LQR routines will give this result numeri-
cally. Find it analytically by solving the algebraic Riccati equations. (Cf.

Problem 7.8.)

ii. Find k[0(¢)] and k,[6i(f)] assuming the quasistationary approximation.
iii. Find the optimal k;(f) and k,(f) by solving the time-dependent Riccati

equation assuming the dynamical matrix A(r) = A[6x(7)].
Plot and discuss k;(7) and k,(¢) for the three cases.

b. Add feedback to your numerical code and produce plots resembling those in
Example 7.7. Recall that a “kick” to é(¢) imposes a slope discontinuity on 6(¢).
Show that all three feedback schemes give very nearly the same response.

Solution.

a. Here are three ways of computing the linear feedback gains K =

i. This is a standard steady-state LQR problem, with

(0 1 (0 [0 0
S A N ]

(ki ka):

R=R,

with = mrand Q = R. (From rescaling J, it is clear that only the ratio Q/R

matters).

ii. To find the gains as a function of 6 analytically, we formulate the steady-

state Riccati equations:

S11

S12

-Q-A"S-SA+SBR'B'S=0, with § = (

This leads to

R
_ S12822 2] Q +2 _ 5 0
S11 R §22 COS S12 R

2
-2 - 2S12 cosf S11 — Slznfzz — 22 COSG] _ (O
5 =

S12
8§22
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Solving these algebraic equations then gives

s12 = —Rcosf+ yOR + R%cos? 6

sy = \/QR—2R20059+2R R(Q + Rcos 6?).

The gain is given by

= (—cos9+ VO/R + cos? 8 \/Q/R—20056’+2\/(Q/R+c0592))
—>(—cos9+ V1 + cos? 6 \/1—2c059+2\/(1+c0592))~

As expected, the gains depend only on Q/R. The last line evaluates the
gains for Q/R = 1.

iii. For the fully time-dependent, the matrix A depends on time via its depen-
dence on the linearization of the nominal trajectory, i.e., via O5(f). We
proceed as in (i) but now solve (numerically) the three coupled nonlin-
ear ODEs arising from the matrix Riccati equation. Notice that because
we integrate backwards from the end of the balance protocol, the values
(neglecting any final transient) are just the values found in (i). Here, they
serve as final conditions that start the integration at time ¢+ = 7. The
equations are integrated from 7 to 0.

Plotting all three gains for Q/R = 1 vs. time gives the figure below.

(a) ---- time-dependent LQR (b)
—— quasistationary

Feedback gain

time t time t

The dotted line is 1+ V2, the steady-state gain in (a). The solid lines show the
quasistationary solutions, while the dashed lines show the full LQR solutions.
The main observation is that the gain is smaller when the pendulum is down
than when it is up. This makes sense: we always need more gain to stabilize
an unstable system. We also see that there is more feedback gain on velocity
perturbations near § = 0, while the penalties are larger on both (but equal)
near 6 = 7t. This observation seems less intuitive.
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b. See website for code. The precise perturbation was left unspecified, as there
many types one can impose. If we take the time-dependent LQR in (iii) as
our reference, the constant-gain approximation in (i) differs by about 10%
whereas the approximation in (ii) differs by about 1%. We can see this in
the plots in (a): there is a factor of two for small times between (i) and (iii)
whereas (ii) and (iii) differ 20%. The differences are smaller at larger . On
the other hand, we likely care more about the behavior near 6 ~ 7t, where all
three schemes give nearly the same feedback gains.

In practice, even the simplest scheme in (i) would likely be good enough. An
issue with scheme (iii) is that if the feedforward is recomputed, we would also
have to recompute the feedback gains. In (ii), we would usually have to solve
the gains numerically, too.

167
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8.1

Kalman filter for prediction observer. In the text, we have formulated Kalman
filters in terms of the current observer, which uses observations up to yi;; in
the estimate %;,;. The prediction observer uses only up to y; and is appro-
priate for cases where sensor and computational delays are on the order of T
(Section 5.4.2).

a. Redo the 1d-Kalman filter calculations for the prediction observer, defining

e = X — K Xierl = Xk + Vi Vi = X + &k
Py =(e) Reer = 2+ LOk = 1) e = i
Calculate the recurrence relations for the optimal L; and P}, as well as the
steady state P* and L*. You should find that P* = L*¢? + v? (cf. the previous
result, P* = L*¢?). Comment on L* and P* in the limits & < 1 and > 1, where
o =Vv/Er
b. Generalize to an n-dimensional MIMO system, by defining
e = X — ﬁ'k Xi+1 = Axk + Buk + Vi Y = ka + §k
Py = (ere}) i1 = A%+ Bug + Ly =9 9= Cxy.,
Show that the recurrence relations for the time-dependent Kalman filter
become

T T * -1
Pz+1 = CPkC + Q§ ’ Pg—l = PkC ’ Lk+1 =A k+1 (PZH) ’
Plt+l = APZAT + Qv - th+1Pi L}c—+l :

Show that, in steady state, P* obeys an algebraic Riccati equation that maps
precisely onto Eq. (7.24) from the discussion on LQR optimal control in
Chapter 7. Comment on the different values of L* for the two forms of
Kalman filter.

Solution.
a. The calculations in the text are slightly modified. We have

€1 = X1 — [Xx + Lk — 0]
=X + v — [Bx + L + & — %)
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ex +vi — L(ex + &)
(1 —L)ek-i-Vk—Lfk.

This is the error at time k + 1 in terms of the error at time k and the noise and
observer gains. The variance is then

Py =(el, ) = (1 =L P +v* + [*&2,

and
dPk+1 2
=-2(1-L)P;+2 =0
L ( )Py +2LE
. P
= L, = Pird

Substituting L, to find the optimal Py, we have
4P* P*Z 2
Pk+1 = f: . + ] L é: +
(P + &2 (Pp+&2)?

2y 2
=&L,, +Vv.

*

<
[N

The steady-state equations are

LF = P—* , P = Lé_—Z + VZ .
P+ &2
Eliminating P*, we find that L* satisfies the same quadratic equation as before,

V2

? s
Thus, the Kalman observer gain remains the same, but the variance is larger
by v*. This makes sense: if we base our estimate at time k + 1 on y;, then the

system is unobserved for a time T;, and P* is accordingly larger.
Now let’s look at the limits @ < 1 and > 1.

L?+al*—a=0, a

L*:—%(—a-i- a/2+4a).

a<l: L' ~ Va P~ &y

a>1: L'~ 1 P*z§2+v2zv2

In the case of small observation noise, we find P* ~ v? rather than the relation
P ~ & that we found for the current observer. Again, the reason is that the
system increases its variance by &2 during the time interval between the last
measurement and the estimate. In this limit, this extra variance dominates
over the observation variance £2. But in the interesting limit, v < &, we find
the same result as before, to lowest order.

b. The error in the estimate at time k + 1 is

€1 = X1 — Xkt
= [Axy + Bui + vi] — [A%y + Bui + L(y; — §;)

=Aek+Vk—L8k.
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The variance Py, = (€1 €], ) is
Pioi = APAT+Q, - APPLT —L(P?) A"+ LPILT,
where PZH is the covariance of the innovations,
P]‘( = <8k 8-][>
= ((Cxi + & — Cy) (Cxi + £ - C2)')
= ((Cer + &) (Cer +£))
=CPC" +Q,,

and P is the covariance between the predicted state and the predicted
observation,

P;:y = <ek 81) = <ek (Cek + fk)T> = PkCT .
Differentiating Tr Py, with respect to L gives

d T T T

5 T Pen) = —2(P;§y) AT+2P)L =0,
so that

. -1
L, =APY(P)) .

Substituting L;, , to find the minimum value of P, gives

P;, = AP,AT+Q,— APY (Pi)f1 (P iy)T AT

_ « AT * Y «T
=AP A+ 0, -L,P L,
——
dynamics  disturbances observations

which is the same expression derived for the current observer (Eq. 8.42)—with
a slightly lower optimal gain L;_,.

As before, the Hessian matrix (second derivative of Tr Py, with respect to L)
is 2P,, which is positive definite. Thus, the optimal L* ensures that we have
minimized the covariances.

The steady-state equations are simply given by dropping the temporal indices.
For the covariance matrix, we have a discrete algebraic Riccati equation,

P=APAT+Q,- APC' (CPC" +Q,)"'CPA".
Having solved for P*, we can calculate the steady-state gain,
P’ =CPC" +Q,
PY = PC"
L'=AP>(P) "' =AP'C"(CP'C"+ Q)"
Compared to the current-observer form of the Kalman filter, the expression
for L* has an extra factor of A in front. With stable discrete dynamics, apply-

ing A reduces the “size” of a state vector over a time step T;, implying that
the gain of the prediction observer is lower than that of the current observer.
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This makes sense: because it uses older information, the prediction observer
puts less weight on observations relative to predictions than does the current
observer.

For LQR optimal control, the state and costate decoupled via a matrix S,
which, in steady state, obeys

S=AT[S-SB(R+B'SB)"'B'S|A +Q
K=(R+B'SB)"'B'SA.
Comparing with our result for P, above, we see that we have
S—>P, A-A", B-C', 0-0,. R-0,.

Note that S, P, 0, 0,, 0, and R are all symmetric matrices.

8.2 [Estimating unstable dynamics. Consider 1d deterministic dynamics with noisy

observations. Let xz11 = axg, with y = x; + & and xo unknown. The noise
& ~ N(0,6%). When a > 1, the dynamics are unstable. Using the prediction
observer from Problem 8.1, show that the steady-state variance of the optimal
estimate is P* = (a®> — 1)¢? for |a| > 1, and 0 otherwise. Interpret the two cases.

Solution.

From the steady-state discrete algebraic Riccati equation for the variance of
the prediction observer, we have
a*P?
P+&
An immediate solution is P* = 0. For P* # 0, we can divide by P and find the
other root: P* = (a® — 1)&2.

We can interpret these two solutions qualitatively, as follows:

P=dP-

a. |a] < 1: In this case, the dynamics is stable and the actual state converges to
0, independent of the unknown initial condition or marginal, in which case
state is constant (but unknown). For the marginal (¢ = 1) case, we are just
estimating an unknown value on the basis of N measurements. If the initial
variance is o2, then the variance after N measurements is o> /N, which goes to
0 as N — co. Thus, in this case, we have that the steady-state variance P* = 0.
For |a| < 1, we can improve the estimate to be better than the marginal case,
because we know more and more about the position (it has to be closer and
closer to 0). Thus, we effectively average N variables with decreasing variance,
meaning that P* converges to 0 even faster.

b. |a| > 1: In this case, the steady-state variance is finite. The reason is that there
is a balance between the gain of information by having a new observation and
the loss of information that occurs because the value of x; is “blowing up” as
time goes on: Indeed, x; = a*xo. Notice that the two solutions are continuous
at la| = 1. In Chapter 15, we will develop the theme that unstable dynamics
increase the uncertainty in the behavior of a dynamical system.

m
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8.3 Diffusion with continuous measurements. There are subtleties:

a.

. Add negative feedback, u(z)

Start by formulating the steady-state Kalman-Bucy filter for one-
dimensional diffusion. The equations of motion are yx = v, with
(ve(t)ve(t)) = 2Dy? 8 (t — t'). The measurement relation is y = x + &, with
(Ec(t) (1)) = €28(t — ). Find the optimal Kalman gain, and show that the
variance is P = V2D&..

Contrast the above results with those found for the discrete case: for signal-
to-noise ratio @ = v?*/£* (for power), the limit @ > 1 implies L — 1 and P ~ &2.
By contrast, the limit @ < 1 implies L — +/a and P ~ vé. Reconcile these
different behaviors. Hint: Connect the discrete quantities v> and &> with our
continuous versions, v> = 2D and &2. Notice that the units of v, and &, are
different. Write « for the discrete case in terms of continuous quantities and
the time step 7.

. Laplace transform the equations of motion to show that the Kalman filter

acts as a first-order, low-pass filter between the observations, y(f), and the
estimate, (f). What is the cutoff frequency? Argue (justify) that the filter
“trusts the measurements” y(¢) at frequencies where the signal dominates over
the noise. At higher frequencies, noise is important, and the filter attenuates
the measurements.

—K y(t), to stabilize the diffusing particle near
(K% +v})/2K. See at left for & = v, = 1.

the origin. Show that (x?)
Interpret.

Solution.

a.

For the continuous case, we have A, =0, B. = C = 1. Then

0
P =P +v; - P& — P =v.& = V2Dé,

L= P[& = V2D/é..
There is only one solution. (The negative solution is not physical, as the
variance must be positive.) Check the units: D has units ¢?/¢, while £ has

units of £2/t. P thus has units of £2. L has units of 1/¢, or frequency (see
below for an interpretation).

. We write the discrete case in terms of continuous terms. Thus, A = e*F =1,

B.=1-T,C=1,V*= VT%, &= g;_f We then have, for the discrete Pq and Ly,

2
V.
P;:Pd+T52(—C)=Pd+v§TS

o3

& 2
L P Py + V2T, Loz +vTs Li+a
d = > = > = 2 > =
P(’j+% Pd+v§TS+";—°S Ld%+v§Ts+;—z Lata+l
R R

e g, & -
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Thus, when we take the limit 7, — 0, we automatically have @ — 0. In this
limit, we showed that Ly — & and

2 2
S e

which is independent of 7;. Thus, as the measurements are made with shorter
and shorter T, the value of @ approaches zero, and we are always in the
“useful” limit for a Kalman filter.

c. We have
% = AK- 49 Liy-3%
sX(s) =0+ L[Y(s) — X(5)]
N L
X0 = (7)Y,

so that the transfer function is the first-order low-pass filter

1
ny_(1+s/L)’

with cutoff frequency wy = L = V2D/&..
d. The equation of motion is

x=—-Kx—-Ké+v,

where K has units of inverse time. One way to find the variance is to calcu-
late the autocorrelation function, (x(¢) x(0)) and take t+ — 0. We drop the
subscripts for convenience. Then,

x(t) = e X f dr’ e*K' [—K&() + ()],

00

and
t 0
x(1) x(0) = e X f dr f dr” e KD _KEW) + v(t)] [-KEX) +v(E)].

Taking the ensemble average and using the independence of the two noise
sources, we have

! 0
<x(t) x(o)) — efth dt/f dt// e+K(l"+t”) (K2§2 + VZ) 5 (t/ _ t//)

0
— (KZé_«z + V2) e*K[f dt// eZKt”

(1(252 + v2) ks
—— | € .
2K
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Taking r — 0 gives
K& +v?
2K
The v?/2K term represents the benefits of feedback, which reduces the vari-

ance. Since the relaxation time is K~!, the variance from thermal fluctuations
is reduced by the same factor.

(x*) =

The K£?/2 term represents the degradation in performance because measure-
ment noise is injected. The raw injection increases the variance by K2, which
is partially compensated for by the speed up in dynamical response.

8.4 Discretizion of a continuous stochastic system. We discretize a harmonic
oscillator driven by thermal noise, following Nerrelykke and Flyvbjerg (2011).

a.

. . 2 2
. Show that the covariance matrix (v, vI) = (‘T;X i
oy, O

Integrate the linear, time-invariant system x = Ax + By, with (»(r)) = 0 and

@O vt = 5 (t—1') over a time Ty to find discrete dynamics Xz, = AgXy + Vi,
. o, . .

with Ay = e4% and v, = fo dr’ v(t')eA) B a Gaussian random vector of

. T o T _p
mean 0 and covariance (v, v}) = S fo dr eAT=1) BBT A (I=1)

. For the noisy critically damped harmonic oscillator, ¥ + 2x + x = V8D v(¢),

show that A = (_01 _12) and Ag =e & ( I_J’Tf ,_T"TS )
), with 02, = 2D[1 —e (1 +
2T, + 2T2)), 02, = 4D e *5 T2, and 02, = 2D[1 — e ?5(1 = 2T, + 2T72)].

Notice that although the original physical system has only a single noise source
(thermal fluctuations) that drives only the velocity, the sampled system is driven
by two uncorrelated noise sources. The sources then become correlated by the
input coupling, leading to a structure for the discrete equations that is quite
different from that of the original continuous system. In the limit 7; — 0, we
see that 02, = 8DT; + O(T?), while o2, and o2, are higher order in 7;. We then
recover the continuum situation.

Solution.

a. The form for A4 was previously derived as our exact solution for the initial-

value problem (with x, being the initial condition). For the random variable,
the mean is zero because the integrals just multiply and add terms to an
underlying Gaussian variable of zero mean. The covariance is

T
ivp) = [{ dr de” AT B vy (@) BT e B,
0

which gives directly the desired covariance after integrating over the delta
function.

. To evaluate the matrix exponential manually, we follow Example A.4 but take

into account that the eigenvalues (-1, —1) are degenerate. We have

-T;

ATSZa’()I[+(11A - e s =qy-Tiay.

(&
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The derivative with respect to the eigenvalue A gives a; = e %, so that ag =
e (1 + T,). We then have

o2 2 -eroenfy nen(2 )

_en(lth L
B -, 1-T)°

c. For the covariance matrix, B = (‘1)) and the random increments v, are given
by

Vy

[vx} { J dreB ot - ) ]
¢\ dremT (1 = T+ 0 n(r)
Including the V8D amplitude, the elements of the covariance matrix are

T,
o2, =8D f dte (T, — 1> = 2D [1 - 2" (1 + 2T; + 277)]
0

XV

T,
T = SDf dee® 0 ~ T+ 0)(Ts — 1) = 4D e 17
0

T,
o2, = 8Df dre (1 = T + 0% = 2D [1 — (1 - 2T, + 272)| .
0

8.5 One-step LQG. Consider one-dimensional, deterministic dynamics x; = xo + up,
with cost function Jget = 1(Qx? + Rud). Only a single control uy is applied.

a. Find the optimal value of uy, and show it has the form uj = —K"x, a linear
feedback. Show that K* = Q/(R + Q), and evaluate the optimal cost J;  (K*).

b. Add a stochastic disturbance: x; = xq + uo + vo, with vy ~ N(0, v?). Show that
ug is unaltered and (J*) = J3_ + %sz (certainty equivalence principle).

c. Consider a noisy observation yy = xp + &. Why is the optimal control gain
still K* (separation principle)? Why is u#y = —Ky, not optimal?

d. In formulating the cost function, you might have expected to see a total cost
J=1% (Qxi + Rui), with k € {0, 1}. Why ignore the xq and u; terms?

Solution.

a. Substituting for x; gives a cost
J(up) = 10(xo + up)* + S Ru .
Let us simplify the notation by dropping the 0 subscripts:
Jw) = $0(x+u)* + SRu*.
Setting d,,J = 0 to find the minimum of J(u) gives

0,J=0(x+u)+Ru=0,
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which implies,

. Q . ‘e OR
u :_(R-i-Q) =-Kx, J EJdet:%xz(ITQ)'

b. With noisy dynamics, the cost function becomes
Ju) = 0 (x+u+vp)* + JRu?
= %Q(x+ u)? + %Ru2 +O0(x+u)vy+ %Qv(z)
= Jaet(w) + Q (x + u) vy + %Qvﬁ .
Taking an expectation and remembering that (vo) = 0 and (vj) = v*, we have
(D) = Jaer(w) + 50V7,

where Jge; 1s the cost function for the deterministic problem (part a). The
additional cost is independent of u, implying that the optimal control u*
remains the same. This makes sense, because we do not know anything about
the stochastic disturbance to bias our choice of control (i.e., it can push the
system to greater or smaller values of x).

¢. Now we consider noisy observations. The general strategy is to use a Kalman
filter to find the best estimate of the state at time k, which we denote £;. This
estimate includes the observation y; = x; +&; and requires finding the Kalman
gain L;. However, the first observation y leads to a correction in £, not in
X = x, which is taken as given in the problem. The control u continues to be
based on x only and will continue to have the same optimal (linear feedback)
form, with the same optimal gain K*. This is the separation principle.

Notice that we should not use feedback based on the noisy observation,
u = —Ky, since the optimal gain, K** = Q/(R + Q + &%), is then lower than
K* = Q/(R + Q). Essentially, in the game of “trust the model” vs. “trust
the observation” the initial condition is to trust the model, since the obser-
vation can only be noisier. However, over time, both contributions become
important and the full structure of the Kalman filter is needed.

d. For this part, we restore the time-step subscripts. We ignore the %Qxé cost
because the control cannot alter the initial state. We ignore the 1Ru? term
because its optimal value is trivially #; = 0. There is no point in applying a
control at time step 1 because its costs are billed as part of J, but its benefits
are not realized (since the accounting stops at k = 1).

8.6 Variance of observer control for a 1d Brownian particle. Observer-based feedback
can lead to a minimum-variance control strategy (Section 8.2.1):

a. Find the variance (x?) and K* for feedback based on perfect state information,
naive observations, and observer. Find L* for the observer case.
b. Write code to simulate all three cases; check the results from (a).
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Solution.
a. We derive the three expressions for state variances.

1. If the observation is perfect, we use the actual state in the feedback and set
ur = —Kx;, which implies

X1 = (1= K)xg + v
(=0 -KXxy+v*  using(qw) =0

=1 -K*) +v? using (x7) = (x7,,) = (%)
2
" v
= TTa—ke
ii. If the observation is naive, We use the measurements and set uy = —Ky, =
—K(x; + &). To evaluate the variance, we write

Xert = (1 = K)xp — K& + vy,

() = K¢+ v 8.1)

T 1-(1-K)?"

where we have skipped steps that are analogous to the previous derivation.

iii. If we use an observer, the variance is
Xpel] = Xg + U + vy, u, = —Kxi, X = X, — e,
= -K)xi + Key + v
where ¢; is the estimation error at time k. Then
() = (1= KX + KX ey +v2 + 2K(1 — K)ep xi)
using the relations
e vie) = Cex vy = (X&) = 0.
From Eq. (8.21), the steady-state estimation error (e?) is given by
(A=D1
1-(1-Ly3

The complication is that {e; x;) # 0. To calculate this term, we recall from
Egs. (8.11) and (8.9) that

()

ex = (1 - L)e, — L&, e, = ex_1 + Vi_1
== Dyeg—y + (1= Lyvg—y — L&
Then,
0
(er x1) = (1 = L)(ex—1x1) + (1 = LYXvk—1x0) — L™
Noting that

2
Vi1 X)) = (Vo1 (ot + gy +vimy)) = V7,

177
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and
(er—1xr) = (ex-1 (xk—l + Ug— +J£Kr'))0
= (ex—1X1-1) — Klex_1Xx-1)
= (er-1x5-1) — Klep—1(xp-1 — ex-1))
= (1 = K)e-1-1) + K{ep_,) »
we have

() = (1= L)(1 = K)ex101) + (1 = DK(ep_) + (1= L»y*.
Thus, in steady state, we have the two relations (since (¢?) is known),

2 =1 = K)*(x*) + KXe*) + v + 2K(1 — K){e x)
(ex)=(0—=L)1-K)ex)+(1-1L) (K<e2> + v2) )

We can solve first for (e x) and then for (x*), which gives a complicated
function of K and L, in terms of v* and &2. Then, either numerically or
using a symbolic-algebra program, we minimize with respect to K and L,
to find K* = 1 and L* = %(\/g — 1) = 0.62. The minimum cost is just
J = (x?), since R = 0.

As a side note, one can repeat the calculation adding a control-effort cost,
R > 0. The cost function is then expressed as

J = (2 + Ru?)
= (x*) + RK*(%%)
= (x?) + RK2((x*) + (€*) — 2e x))
= 1(V5+ VI+4R).

In the explicit expression, v* = ¢ = land L= L* = (V5 - 1). ForR =0,
the minimum average cost per time step is J = %( V5+1)~ 1.62. ForR = 1,
itis J = V5 ~ 2.24. For R > 1, we have the asymptotic scaling J ~ VR.
b. See code on the book website. Below is a representative plot, using 10* time
steps per simulation (i.e., per marker). You should find good agreement with
the predicted curves.

3 ,
(0] y’\
g2 X
5
>I X

T T T 1
0 | 2

Feedback gain K
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8.7 LQG for undamped, noisy oscillator. Let ¥ + x = u(f) + v(¢), with y(r) = x(¢) + &£(¢).

a. What is the state-space representation of the continuous system? Open loop

b. For sampling at 7; = 0.1, what is the ZOH discrete state-space representation?

c. Assuming that the standard deviations v = & = 0.3 for the process and
measurement noise (when sampled at intervals 7;) and assuming state-space
weights of @ = ((1) ?) and input weighting r = 0.1, derive the LQG con-
troller. As a check, you should find an optimal observer (Kalman) gain of
LT ~ (0.09,0.03) and optimal control gain of K ~ (1.7,3.3). (Give some more
digits, please!)

d. Using the above observer and controller gains and adding process and mea-
surement noise, plot the disturbance response (right, top graph, for x(0) = 0, -1
#0) = 1).

e. Simulate the controller and plot the disturbance response (right, middle OsiEStimatiOH error
graph). Show that the difference between the position and its optimal {\\

Closed loop

(Kalman) estimate is the same for both the closed- and open-loop cases (dark
lines in the bottom plot at right). Their difference is nearly zero, as shown by %0 V‘\,{’V\/J\l
the gray trace.
f. Show that, after a transient, the standard deviation of both state and estimate 0 10
Time t

are well below that of the measurement errors.

Solution.

a. The undamped oscillator obeys ¥+ x = u(t) + v(¢), with y(r) = x() + £(¢), which
corresponds to a two-input, one-output state-space system with

A:(_(l) (1)) B:(? (1)) c=(1 0), D=(0).

b. If we sample at 7; = 0.1, the ZOH discrete state-space representation is, to
three figures,

0.995  0.0998 0.00500  0.00500
A_(—0.0998 0.995)’ B _(0.0998 0.0998)’ c=(10).0=(0).

c. For process-noise covariance Q = ((1) (1)) and input weighting r = 0.1, the LQG
controller has optimal feedback gain

K= (1.741 3.261)

and optimal observer gain

_(0.0905
~10.0306

d. See plot in text. Note that we use the same noise realization for open and
closed loop, to facilitate comparison between the two cases.
e. See plot in text.
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f. The standard deviations of x and % are, after transients have died away, given
by 0.11 and 0.08, respectively. Both are well below the standard deviation
of measurement errors, £ = 0.3. Thus, using the averaging property of the
Kalman filter (accounting for the dynamics), we can have less error than the
naive measurement error.

8.8 Delayed choice. Fill in the details from Example 8.5. Reproduce the plots in the
example, using R = 2D = xp = 1.

Solution.
To summarize the problem from Example 8.5, the equations of motion are

Xx=u+v, x(0)=0, x(1) = +1,

with control input u(¢) and Gaussian white noise, (v(t) v(¢')) = 2D & (¢t — ). The
goal is to minimize control effort, with running cost L = %Ru2 and cost-to-go
J(x,u,1) = ["d? L{u(#")]. The HIB equation is then

3,J*(x, 1) + inf [ SR + (D)) u + DOy J| = 0.

The first step is, at each time ¢, to minimize over u. Taking a derivative with
respect to u in the HJB equation and remembering that J*(x, ) is independent of
u gives

Ru+0,J)=0 = u'=-R'0,J).
Substituting # = u* into the HIB equation then leads to the nonlinear PDE
8T (x,0) = LRV (0,07 + DA J* = 0.
To change variables, we set J*(x, ) = —Alog ¢/(x, t). The derivatives are

0 J (x,1) = —3 o, 0 J" (x,1) = —3 o,

A (x, 1) = %(@xlp)z 4 Ol .

v
The HJB then becomes
A 1 22 ) A , A _
—Jazlﬂ—ﬁ'ﬁ(axw +D P(axlﬂ) _Eaxxw =0.
—ow - 2L @w + DL 0wy = Do
tl// ﬁa( x‘/’) + Z( x‘/’) - xxl/’~

If we set the constant A = Rv?, then the quadratic terms cancel, leaving

—(9[1// = Daxx‘// )

a diffusion equation in negative time.
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The condition at the final time 7 is that the particle must be at x = +xy. This
means that the cost should be infinite for x # +x,. We can impose this condition
by setting ¢y = 0 for x # +xp and non-zero at x = +xy. Then,

1
Yx7) = 5[0 (x —x0) + 8 (x+x0)] .

We should not worry too much about the infinities produced by the delta func-
tions, in that we can relax the target size to an interval +e about +1 or —1 and
take the limit € — 0. Note the normalization: fx dxy(x,7) = 1.

Delta-function initial conditions lead to the Green’s function solution of the
diffusion equation (going backwards in time, because of the —d, term). With
' =1t —t, we have

" 1 (x — x0)? (x + x0)?
¥t = (2 \/471Dt’) [eXp (_ 4Dr ) exp (_ 4Dr )]

= ! ex % ex i ex 2x X0 +ex 22 Xo
“\>vaor ) P\ Tanr ) P\ anr P\4pr P\"4pr

XZ
exp (_ ﬁ) ( K2 ) X X0
————~|exp cosh( ) .

\anDr 4Dr 2Dt

Next, we transform back to J* = —Rv? Iny, giving

x? X X

J(x, 1) = RV [4Dt' - lncosh(m)

+ f(t),

2
with f(¢') = sz(‘é)—”[, + % In47t"). The important point is that the optimal control

uw* = —R7'0,J* is not affected by f(¢'). Differentiating J* with respect to x gives

« , X0 X X0 X
,t') =(— (tanh -—.
= () 357 - )

Taking xo = 1 gives the formulas in the main text. The symmetry-breaking
transition condition, in dimensional form, is

2

X
i =xt, — (. =2,
0 c V2

For numerical analysis, we set R = v? = 2D = 1 and drop f(r). Thus,

2
J(x, ) = % - lncosh(;/)

u(x,t') = (%) (tanhlf/ - x) .

Finally, numerical trajectories can be generated by discretizing:
Xpe1 = Xp + Atu(xy, l‘;c) + Vi,

where (vy v¢) = d 4 (2DA?Y).
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8.9 Toy model of state estimation, part 2. Redo the calculations of Section 8.3.1,
allowing for N noisy, independent measurements y; = x + &;. Find the posterior
2
p(xpy™), where y¥ = {y;} fori = 1,...,N. Show that £ = ——=5— ¥, where j =
ox+o; /N

# >.ivi is the average of the N measurements. Find the corresponding variance.

Solution.
Following the calculations in Eq. (8.66) and using the independence of each
measurements, we have

pGxly™) o pN1x) p(x)

N
= {]_[ p(mx)] p)
i=1

where y is the arithmetic average

=]

| &
y= Zyi
in1

and where the variance of the posterior is
1 N 1

—=—+—.
2 2 2
oy 0z Ox

One way of interpreting the result is to define an effective signal-to-noise ratio

No?

2
SNRZ; = 02" ,
&

in terms of which
) ( SNR{; ] _
X=|——
SNRZ; + 1

and

2
X

1+SNR%,

g
2 _
0y =
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For large N > 1,

This is the usual formula for a measurement. We notice that it is independent
of the prior estimate for x (equal to 0) and of o2. In other words, with enough
measurements, the prior is “overwhelmed” by the data.

8.10 From Bayes to Kalman, in 1d. Equations (8.76) and (8.77) describe one-
dimensional diffusion, xi.; = x; + v, with y, = x; + &, with i.i.d. Gaussian
random noise terms p(v;) = N(v;0,v?) and p(&) = N (& 0, &%).

a. Show that the PDF of p(x.1lx) is N(Xpe1 — x5 0,V%) = v«lzﬁ exp —(xk*zly_zxk)z ]
b. Making the ansatz p(x;|[y*) = N (x; %, Py) and marginalizing over the proper
variable, show that p(x.1y) = N(xers £ Pr +v?) = N (s 8,1, P, p)-

. V7 3 * .
c. The Bayesian update step, p(xeiy*™) = ’% requires three

probability distributions. We know one. Derive the other two:

PORe1 k1) = NGkt = 0015 0,€2) s pOrstyY) = NOgats X, P+ + E).

d. Finally, evaluate the update step using the three distributions to show that
the conditional distribution p(xi,1[y**") = N(xes1; Zke1s Prs1), Where

. S+ Liws ( 2 L P+

X = X — X, S
k1 = X T L1 (Vr+1 — Xk k1 P+ v+ &2
-1 _ 2\-1 2\-1 = 2

Py =Pr+v) +(&) or Pro = Ly &7,

Hint: Complete the square or use a computer-algebra program.
Solution.
a. We use Eq. (8.77a) to write
Pks100) = N = x5.0,0%)

since p(vi) = N(v;0,v?).

b.
prealy®) = f Aoy p(res e, YO pQaly®) marginalization
= f dxe pCries 1160 pCaely’) Markov
= f ) dxe N (xeer — xi; 0, V) N (xie; X, Pr) Eq. (8.77b)
= A;(O;k+1; R Pr +7) sum of Gauss vars.

The last identity uses Eq. (A.166) for the sum of Gaussian random variables,
applied to the case (xg+1 — xx) + Xx = X¢+1. The means and variances thus add.
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c. From Eq. (8.77b), we have

POk 1Xks1) = NIGke1 — i1 0, €71,

using p(&+1) = N (€130, 52)

We then have

PO’ = f et POkt Xer1 YY) marginalization
= f et POkt e 15 ) POt [y conditional prob.
= [ s poealaien b Markov
= f dxpr N[Okst = Xi1); 0, ETN (g 13 &e, Pi +v2) previous results
= NOks1s 8, Pe +V2 + ) sum of Gaussian vars.

d. We have to show

ietn POkt [Xie) pOriat YY)
)= k
POrr11Y%)
_ NGt a1, E N (Xier1s R, Prc +v2)
NOrsts X, P+ V2 + €2)

= N 15 Zert> Pre1)

P(Xe1ly

where
N o I A~ I Pk + V2
K1 = Xy + L Qe — X,p) =)
-1 2-1 21
P =@ +y) +(&) Or Py = Liy1 &

The key step, in multiplying and dividing the Gaussians, is to show that

ket = Xr1)? N (Gt =87 Okt — 8)? (et — Faan)?

fz Pk +2 - Pk +v2 + 52 Pk+1 ’

where £, = i (since the dynamics are trivial) and P, = P + v2. The
algebra is tedious, and computer-algebra software is helpful.

8.11 Instability with a hard-spring potential. Consider an overdamped particle in a
hard-spring potential with input noise. If we ignore the nonlinear term, a quick
analysis shows that the system is stable. Now add a nonlinear term that, in
the absence of stochasticity, is stabilizing. Surprisingly, the state amplitude will
eventually diverge, no matter how weak the noise. As shown at left, along with
a normal quadratic potential (thin line), the hard-spring potential V(x) = %xz +
1x*, with force F(x) = -8,V = —(x + x°). The spring is “hard” because the
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local stiffness dF/dx increases away from equilibrium. In a first-order numerical
integration, the system state evolves as xi.; = f(x) = xx — Ts(x + xf() + Vi, with
Vi ~ N(O, Vz).

a.

Simulate the above equation. Generate various times series for x; for different
values of v, using 7Ty = 0.5. What happens as you increase the input noise?

b. Show that the linearized system is stable for 0 < T; < 2, for arbitrary v.

. Fix v = 0.5, and modify your code to track the lifetime of the state, the typical

time before x; goes unstable. Run your code many times (~ 1000), measuring
the lifetime in each case. Plot a histogram. What distribution does it follow,
and why? You should find that the average lifetime ~ 700.

. Show that the state dynamics go unstable for |x;| > xy = V3. Hint: Look at

the conditions f(x) > x and f(x) < —x. Why do these lead to instability?

. To estimate the average lifetime, assume x; ~ N(0,v?), which is only approxi-

mately true because of the xz term. Assume, too, that each time step brings an
independent perturbation, which implies that perturbations relax in one time
step. The probability of instability then reduces to the probability P(|x| > xg)
for a Gaussian distribution. If, in either tail of the distribution, a point
lies in the shaded area |x| > xp, then instability will likely result (see right).
(“Likely” because a fluctuation just larger than xy might come back.) Then,
either numerically or by an asymptotic expansion of the erfc(-) function, esti-
mate the lifetime of the state x, in units of the time step k. You should find =~
1000-2000, slightly > 700.

1

. For the linearization x,; = 5x; + v, show that the variance of x; is

2
%vz. Compare to the numerically estimated variance for the full nonlinear

equation.

Solution.

. Graphs should show instabilities after a finite time, depending on the level of

noise.

The linear equation is x;4; = (1 — Ty)x; + v. For the deterministic equation
Xir1 = (1 = Ty)x, the fixed point is x; = 0. The linear stability is determined
by f'(x = 0) = (1 — T;) and must be between —1 and 1 (see, for example,
Figure 5.9), which implies 0 < Ty < 2. Because the equations are linear, it is
then stable to any amplitude of perturbation.

You should see an exponential distribution resembling the one below. For
n = 1000 runs, I get an average lifetime = 717. Since the distribution is expo-
nential, the standard deviation is similar (696 in my case). The standard error
of the mean then should be about 700/ V1000 ~ 22. An exponential distribu-
tion implies that the probability of instability at each time step is independent
of the previous time step. This independence leads to an exponential distribu-
tion for the interval, which characterizes a Poisson process (same argument
as radioactive decay).
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d. We have x4 = f(xz), for f(x) = %(x — x%). We have instability if f(x) > x or

f(x) < —x. The former leads to a directly growing instability, while the latter
to an oscillatory instability.

L f)>x = %(x— H>x = X >x = -x% > 1,
which is impossible. So there is no instability in this case.
i f)<-x = %(x - <-—x = -xX¥<-3x = >3

In other words, there is an oscillatory instability if |xo| > V3.
Note that the condition we impose is related to, but different from, the condi-
tion for linear stability of a fixed point x*. The latter is defined by x* = f(x*)
and is linearly unstable if | f'(x*)| > 1. The condition in this problem holds for
nonlinear equations. The only fixed point in this problem is x* = 0 and it is
linearly stable, since f7(0) = 1.

. Now that we know the typical size of the x; fluctuations, let us estimate the

probability of an x; fluctuation with |x;| > xo. We assume x; ~ N(0,v?) and
estimate P = P(|xi| > x¢). Then the typical number of time steps to instability
will be simply N, = 1/P.
We thus need to evaluate the area in the two shaded tails in the figure. The
cumulative distribution function
X0
1 +erf ( \5)} s

2 (% 2 1
F(.X(’)) = \/?f dxe 7 = 5
7T J-c0

with xj = xo/v, gives the area from —co to xj. The area under one tail is
thus 1 — F(x}), and the area under both is 2(1 — F(x})) = 1 — erf(x)/ V2) =

exp(—x?)

erfc(x;/ V2). Since the asymptotic expansion of erfc(x) is erfc(x) ~
the typical lifetime N, will be, dropping O(1) numerical factors,

s\l ’2
N, = erfc(i—”ﬁ) ~ X[ exp(%) .

The erfc function is more accurate, but the asymptotic expansion is useful
in driving home the point that the lifetime is a very sensitive function of xy/v.
Using the erfc function for xj ~ V3/(0.5), I get about 1880. This is reasonably
close to the observed lifetime of 717, as the estimate is extremely sensitive to
the details. For example, substituting the observed variance of x; of 0.513
leads to N, ~ 1360. The slight non-Gaussian nature of the fluctuations
accounts for the rest of the discrepancy.
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f. Assuming that there is no instability and no nonlinearity, we calculate the

typical value of x;. We do so by writing

2 1

— 2 2
Xiew1 = 3% T X Ve + Vi .

Averaging this equation and defining o = (x?) = (x7, ) (stationary stochastic
process), we have

o’ = %0'2+0+v2,

since x; and v, are uncorrelated. Thus, o2 = 3»2. With v = 0.5, we have
o ~ 0.58. This is smaller than the observed fluctuations of 0.513, with the
difference due to the extra restoring force at high x;.

8.12 Conditioning matters! For the example in Figure 8.6, discuss and contrast

pC),  plalye),  pGaly®),  play™™).

Solution.

a.

p(x). This is the distribution of states independent of any observations. In
the absence of other knowledge, we can solve the Fokker-Planck equation for
the continuum equivalent (which gives the same answer as for the discrete
case, as time plays no role), to find a Boltzmann distribution of the form

1.2, 1.4
V() = —3x + 3% -

V) /v
> 4

plxg) oce”
Another way to get such a distribution is to plot a long time series of states
x, and histogram them. The figure below represents 100 000 samples, and the
solid line plots the Boltzmann distribution on top. The distribution has two
maxima at =1 and is larger in between than outside, as we expect.

Boltzmann distribution

. p(xx[ye). This is the probability that a given observation y; was caused by a

>

state x;. In the absence of any other prior information concerning x;, Bayes
Theorem implies that this probability is just p(yilx) = N — x:0,&2), a
Gaussian with mean yy.

. p(xly®). This is the optimal estimate that was the focus of our analysis. For

one particular set of observations, the set of probability distributions is thus
given in Figure 8.6. Qualitatively, the possibilities range from near certainty
that the particle is in one well to bewilderment, with an equal-sized peak
above each well.
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d. p(xxly*"). This is the prediction given the best estimate. With our poten-
tial, we see, again from Figure 8.6, that there is a local “flow” of probability
“downhill” towards the closest local minimum of the potential. The evolution
is somewhat like that of a (thick) liquid under gravity that oozes down to the
local hill gradient.

Extended Kalman filter (EKF). Code the EKF algorithm for one-dimensional
dynamics such as Examples 8.2 and 8.3. Explore in particular the double-well
potential. Show, for example, that the EKF fails for the parameters in Figure 8.4
but succeeds for smaller time steps (smaller a), even when the thermal noise v is
increased. Explain, and confirm fora = 0.7, v = 0.2, and £ = 0.5.

Solution.

See book website for EKF code. The value a = 0.8 is close to the “critical”
value separating the regime where the EKF tracks the hops across the barrier.
At smaller values of a (e.g., 0.7), the EKF can track hops. To make sure there are
hops, we may need to increase v. However, increasing v too much leads to insta-
bility, as discussed in Problem 8.11. Thus, the parameters given are chosen with
some care. But the general point remains valid: discretizing a continuous non-
linear system with a faster sampling frequency will make the discrete dynamics
more linear and will improve the outcomes of the EKF.

Cubature Kalman filter (CKF). Code the CKF algorithm for one-dimensional
dynamics such as Examples 8.2 and 8.3. Explore in particular the double-well
potential.

a. Show that the n = 1 CKF algorithm matches the variance to [% f70) +
£ f7 ().

b. Plot true and estimated states for the CKF (see text and left).

c. Show that pushing out the two cubature points by a factor a can improve the
CKEF. In particular, find a value for a that works as well as the plot at right.
The true state is shown in gray and the CKF estimate in black.

Solution.

a. See Mathematica notebook. As an intermediate checkpoint, you should find
that the variance of the cubature-point approximation is

1 1 2
3 [f(x+ )? + flx - 1)2] - [5 [fx+ D+ flx— 1)]} = [f’(o) + %f”’(O)]z I

b. See book website for CKF code.
c. The plot in the book uses @ = V2. The same noise realization is used.

Unscented transform (UT). An alternative to the cubature Kalman filter (CKF)
is the unscented Kalman filter (UKF), which is based on the “unscented” trans-
form. It resembles the CKF but with different weights and an extra element.
In particular, for a smooth function y = f(x), with x ~ N(u,c?), there are
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three ensemble elements (sigma points), xo = p and xx; = u + ao- and weights

wo and Wil.

a.

Show that a = V3, wy = %, and wy; = & matches the mean to fourth order.

b. Show that the variance is matched exactly to first order and partly to second
order.

c. Find the mean y and variance ﬁy for y = x? and for y = x*, assuming x ~
N(, 1).

Solution.

Let us Taylor expand f(x) about x = u. With 6 = x —u and f, = % ,
x=p

y=f®=fo+ o+ +1A6+ LAidt+O(f).

The moments are the same as for a standard Gaussian. The odd moments are

zero, and the even moments are

(=02,  (")=30*, (°)=150°,  (5*)=105s".

a. Using these moments, we can evaluate the estimate for the mean:

O = fo+ L fo? + Lot + O(fso”).
The unscented transform (UT) for the mean uses three sigma points:
Xo =M, Xy =putao,

and weights wy and w.;. By symmetry, w; = w_;. Thus,
+1
y= Z w;yi = wofo + wi(y1 + y=1)
i=1

1
= wofo + w1 |2fo + folao)* + - falao)*| .

Matching fy, f>, and f; coefficients then gives
1 ) 1 1 4

1 =wo+2wq, — =wia°, — = —wia" .
N i 2 ! s 12"
fo — —_—
f fa

It is easy to verify that a® = 3, wo = 3, and w; = £ solves these equations.

b. The corresponding variance equations are best calculated using a computer-

algebra program. Writing P, for the variance of y, we first calculate the
expectation values.
2_ 2 2 2 1 3,142 1 1 4
Y= Jo +2ffi0 + (ff + fo/2)0" + (fifa + 3003007 + (3 fs + 3+ 75/0/2)0
+ 5f1120° + (3515 + 2 /o f)00 + 5 f3fad" + g5 o
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Taking expectations and using the moment formulas for (§") gives
() =1+ 2+ fof)o? + G+ fifs + Lot + (S + 3 hfo + 3 flo®
OF = + Johor® + U5 + ot + L fic® + &
Py= ()= 0P = R + A+ (ot + (SR + L hfo® + Liiod.
The variance of the transformed sigma points is
Py =wo(o = )7 +wilon =37 + (-1 = V).
Substituting for the weights and y,y, then leads to
(P =P)) = G + 1of0)0® + R fio®,

which shows that the terms through O(c*) have been canceled using the same
choice of weights as used to optimize the mean estimate. But we should be
careful: we are not expanding in o, which need not be small. Thus, the point
to notice is that there is still a term proportional to f5, which is the second
derivative of f(x) about x = u. Thus, the sigma-point approach here leads to
an approximate representation that is significantly better for the mean than
for the variance.
c. Fory = x2, the UT gives

_ 2 5 1 2
y=30) +26(\/§) =1
1_3—%(0—1)%21(3—1)2—2
Y73 6 -

which matches the exact values (y) = <x2> =1land <y2> = <x4> = 3. (The latter
implies that Py = <y2> - ¥ =3-1=2)
For y = x*, the UT gives

- 2 4 A1 4
y=30 +2g(\/§) =3
) 1
Py=3(0—3)2+26(9—3)2=18.

The exact moments for the transformed distribution are (y) = <x4> = 3 and
<y2> = <x8> = 105, which implies P, = 105 — 9 = 96. Thus, the UT matches
the mean, as expected, but fails for the variance, again as expected.

In both these examples, it is worth noting that the EKF approach (local
linearization) gives 0 for mean and variance estimates, a far worse prediction.

8.16 Ensemble Kalman filter (EnKF). Show that the EnKF can track motion in the
double-well potential from Example 8.3. What is the effect of varying the num-
ber of elements ng in the ensemble? (Remember that you choose ng states and
an equal number of noise elements v and £.)
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Solution.

See book website for code. Below shows how the EnKF works for the double-
well potential with a = 0.8, v = 0.15, and ¢ = 0.5. Indeed, we use the same noise
(by setting the seed for the random-number generator), although we find that
it always works. The figure below uses ng = 100. Decreasing ng increases the
estimation variance and the disagreement between the actual error and the state
variance. For example, when ng = 10, the empirical variance is 0.064 whereas
the average value of P, is 0.041. But for ng = 100, the corresponding values
are 0.055 and 0.051. There is little change for ng = 1000, where the values are
0.051 and 0.053. Since the observational noise variance ¢2 = 0.25, the EnKF is a
noticeable improvement over the naive observations, as can be seen in the figure
below.

it ol m
! fmewmmmm e state "
e ‘

| True state x;
-1 EnKF estimate %

State variance Py

Variance P

0.0 o et
T T 1

0 5000 10000
Time t

8.17 Grid method. We explore numerically the full Bayesian filtering solution for the

double-well potential for various noise strengths v and £.

a. Code the grid method and reproduce the equivalent of Figure 8.6.

b. Fix the input noise at v = 0.15 and study the state estimation problem as
the measurement noise ¢ goes from 0 (no noise) to large values. Discuss
qualitatively.

c. Now fix the measurement noise £ = 1 and vary the input noise from zero to
large values. Again, describe qualitatively the different regimes.

d. In our problem of free diffusion, we found that the behavior of the Kalman
filter depended only on the ratio @ = v*/£% and not on the absolute values of
the two noise strengths. Why does that conclusion not hold in this problem?

Solution.

a. Should get something like the figures.
b. Qualitatively: we track better and better, but with an increasing delay as we
increase the measurement noise. This makes sense: we need more time to
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average over measurement readings to know whether a deviation is really or
noisy. The optimal Bayes estimate shows how to do this in the best possi-
ble way, given the observations and noise statistics. When the measurement
noise becomes larger than about 3, it becomes hard to distinguish between
a fluctuation and a movement between wells. At this point, the estimation
process becomes much more confused, with broad probability distributions
that make it difficult to “know” which well the particle is in.

c. Qualitatively: For low v, transitions are very rare. Their frequency is
described by the Kramers relation, eE"VZ, where E;, = % is the barrier height,
which sets a natural scale (see below). For noise strengths comparable to this
barrier scale, we lose the notion of hopping and have a continuous, modulated
occupation of the entire space.

d. In the linear diffusion problem, the linear dynamics did not provide a scale
to the state variable, the position x. Thus, a uniform rescaling does not
change the physics. Those statements do not hold for the nonlinear double-
well potential, where the barrier height is a natural energy scale, and we can
measure the noise strength in terms of the fluctuations relative to the barrier
position.

Sinusoidal nonlinearity in measurement function. The nonlinear measurement
relation y = sinx + & can occur in interferometry experiments (Section 3.2.1).
Note that a given y corresponds to an infinite number of possible x states. The
graph at left for P(x|y) was generated using &2 = 0.4 and y = 0.5. Why the
funny double bump? Explore the consequences of different noise strengths and
observations, and explain what is going on in the different cases. Explain, in
words, a strategy for dealing with the infinite number of possibilities. As usual,
£~ N(©,8).

Solution.

To eliminate the infinity of possibilities, you need to first establish, indepen-

dently, which one is relevant. Then you need to have measurements that are
rapid enough that there is no chance for the system to displace by 27t between
updates. This is standard procedure for an interferometer, for example.
Fat tails. To understand how non-Gaussian noise can affect state estimation,
consider a somewhat artificial example where both system and observation noise
are drawn from Lorentz distributions whose “fat” tails (~ 1/x? for |x] — o)
imply that large fluctuations are vastly more probable than with a normal
distribution.

a. Show that x ~ Lor(xg,v) = %m 1s normalized, but the mean and vari-
ance diverge. Show that the median equals xy, Prob(xg — v,xo + v) = %
(thus connecting v with a notion of width), and the characteristic function
is QOX(k) — eikX(]—Vlkl.

b. Consider a toy state-estimation problem where we have a prediction x and
an observation y that are both unbiased estimates of the true state of the
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system. As with the Kalman filter, we seek the best linear combination %
of the two. Here, both prediction and observation are “Lévy-flights” that
obey x ~ Lor(x,v) and y ~ Lor(x,, &), with x, the true state value. Let £ =
(1 = K)x + Ky and match characteristic functions to show that £ ~ Lor(x;,7y)
,with width y = |1 — K|v + |K|£.

c. Conclude that the “optimal” choice of Kalman gain K that minimizes y is 0
if v < ¢and 1if ¢ < v. That is, unlike the ordinary Kalman filter, “blending”
the prediction x with the observation y does not improve the accuracy of esti-
mation. Because the fluctuations in x and y are so “wild,” the best action is to
select at each time step whichever variable has the smaller distribution width.
For fixed v and ¢, this means ignoring all observations if v < £. For & < v, we
would use only the naive observation. In other words, the Kalman reduces to
a trivial course of action. Fat tails that go as [x|"1**, with 1 < u < 2 (so that
the mean but not the variance is defined), lead to a nontrivial gain K that min-
imizes the width y. Sornette and Ide (2001) dub the result the Kalman-Lévy
filter.

Unfortunately, the “stable” property of the Lorentz distribution (sum of two
Lorentzians is also Lorentzian) holds for only a few distributions (extensively
studied by Paul Lévy). The more realistic case where the system dynamics has a
fat tail but observations are Gaussian does not lead to simple analytic results.

Solution.

a. Many of the requested identities can be derived by showing that

X2 1 1 — —
f dx_[ vz 2T _[tan_l(xo xl)_tan_l(xo XZ)]
X 7| (x—Xx0)> +V T % v

Setting x; = —oco and x, = +oo proves normalization of the PDF. Setting
x; = —oo and x, = 0 proves the statement about the median. Setting x; = xo—v
and x, = xp + v proves the statement about the width. The mean diverges
because the integrand — (1/x) for large x and hence gives a logarithmic term.
The variance diverges more strongly.

The characteristic function is a standard Fourier transform (with a transla-
tion term of xg).

If you have never played with fat-tailed distributions, it is worth simulating
them to get an intuition. Many programs have built-in “Lorentz-noise” (or
“Cauchy-noise” ) functions. If not, from Problem A.6.4, we know that if x
and y are ~ N(0, 1), then (y/x) ~ Lor(0, 1). This gives a way to draw samples
from a Lorentzian distribution for Monte Carlo simulations.

b. The characteristic functions of x and y are ¢, = e ¥ and ¢, = ek k]
respectively. (Recall that the latter is true because we assume that the posi-
tion was exactly known at the time of observation and thus the only error in
the observation is the observation noise. Obviously, the story will be more
complicated for the full dynamical Kalman filter.)

193



194

Stochastic Systems

Since ¢, = ¢, (ak), we have

ei(l—K)x,—vI(l—K)k\ ikx;—v|Kk|

Pa-K)x = and YKy =€

Then, we recall that the distribution of the sum of two random variables is
given by the convolution of the respective probability distributions, implying
that the characteristic function of the sum is the product of the individual
characteristic functions. (See Example A.18.) Thus,

Ya-kx+ky = @1 = K)k] @, [KK]

= eik[(l—K)X«+Kx/]—[(\l—KIV+|KI§)]IkI

— eikx,—ylkl
where the width of the new Lorentzian distribution is
vy=1-K|v+I|KE.

c. This is minimized by picking K = 0 or 1. See plots of y(K) for different
combinations of v and ¢ values.

v<§ v=E v>§

0 1 0 1 0 1
Kalman gain (K)

8.20 Bayesian RTS smoothing. In the text, we give a naive algorithm for smooth-
ing that combines information from the forward and backwards dynamics to
improve the estimate of a current state, x;. Here, we explore a more efficient,
better-behaved smoother algorithm that does not need an explicit backwards
dynamics.

a. By introducing the state x;,; and applying causality, show that

Pt lxr) pxeialy™)
P(xrs1lyh)
which goes from p(x;.1|y") to p(x;ly"). To apply it, first use forward Bayesian
filtering, Eqs. (8.76), to find the p(x:|y*) and their associated predictions
P lyh).

b. Assuming linear dynamics and Gaussian probability distributions leads
to the Reich-Tung—Striebel (RTS) smoother equations. Let P(xily") =
N [(x%);, (P%);] define the smoother state estimate x* and covariance matrix
P*. Show that these quantities may be found via the backwards recurrence
relation

i

peely™) = plaely®) f sy

(G = PAT (P) ),
(P = Pe+ (GO [(P)yy = Py | (GO

() = x1 + (G [(xs)k+1 - x;+1] )
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where x, P, and P~ are first calculated using the forward Kalman filter. The
recurrence relation starts at k = N, where x°* = x and P° = P (Sarkka, 2013).
Hint: Use Eq. (A.197) for conditional Gaussian distributions and computer
algebra.

Using the RTS smoother equations, verify that the steady-state smoother vari-
ance of the one-dimensional diffusing particle is given by P* = &2a/ Va? + 4a,
in agreement with our previous result, Eq. (8.131).

Solution.

a.

We introduce the state x;.; (and will remove it later by marginalization).
Using the definition of conditional probability then gives

PO Xk lyY) = pelxist, YY) pleraly™) -

Then,

p(.ka|xk+1,yN) — p(xk|xk+l ’yk) Causality

k
_ P("LHILJ’) conditional probability

P(Xe+1y*)

k
_ p(xk+1|xk,y’() lZ(xkb’ ) Markov,
P(Xps11y®)

where Markov dynamics implies that if we know x;, then our knowledge of
Xi41 is not improved by any of the observations in the set y*. Putting it all
together,

Ny = POy p(eicet xX0) p(xXierly™)
p(xslyb)
Integrating both sides with respect to x;.; then gives the identity.

DX, X |y

. See Sarkka (2013) for the solution.
. From the Kalman analysis, the steady-state forward covariance is

P = %( Va2 + 4a — a)

. . . 2 .
and the steady-state predicted covariance is P~ = %( Va? + 4a + @). This
implies that the steady-state smoother gain is

G = P Na’+da-a
P~ +data

The steady-state smoother variance PS obeys
PP =P—(G(P - P).
Solving for PS gives
,_ P :PP*:gz @
1+G* P +P ° o2+4a
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8.21 The random rocket. In one dimension, a rocket with random forcing obeys & =
v(r). Assume that the measured positions are noisy: y(f) = x(¢) + &£(¢).

a.
b.

d.

Discretize the system exactly for a time step that is scaled to Ty = 1.

Write a numerical code for a Kalman filter and then a Kalman smoother.
Explore the case where the discrete-noise variances are v> = &2 = 1.

Scale all variances by ¢ and define & = v?/£%. Confirm that the ratio of filter
to smoother variances is given by the plot at left.

Plot time series of position, measurements, and both filter and smoother
estimates.

Hints: Aq = ((1) {) For a = 1 and steady state, P = (fﬁ 1{2) and P° = (1{)3 1(/’3).

Solution.

a.

The continuous matrices are

A:(g (1)) B:((l)) c=(1 0).

We find the discrete matrices by exponentiation, noting that A> = 0. Then,

AT, _ (1 0 0 1 (1 T
Ag=e _1I+TSA_(0 1+TSO ol=lo 1

7, T, _ T, _ 2
By = f dred D B = f dt(1 5 t) (0) = f dt(TS t) =|2].

We scale the update time so that 7y = 1; thus,

Adz((l) i) de(liz) Ca=(1 0).

. For @ = 1, you should find, for the steady-state filter,

32 _(3/4 1)2 (34
P _(2 2) P_(1/2 1) L_[l/z)’

and for the steady-state smoother,

. (1730
P‘(o 1/3)'

. For general «, the graph of the ratio of steady-state variances is given in the

problem’s margin. It is possible expand for small and large «, but the results
do not seem to be particularly informative. (Similarly, one can solve the a = 1
problem analytically, but to no obvious benefit.)

. Below is a plot of typical position measurements (light gray dots) for v = 1

and ¢ = 10 (or, @« = 107%). The heavy dark line is the true position. The
lightest gray trace is the filter estimate. The thin dark line is the smoother
estimate, which, indeed, is smoother than the filter. Except at the beginning,
the smoother is also more accurate.
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8.22 Estimating a frequency. Consider the problem of estimating the frequency w of
a complex signal y; = el +&, with & ~ CN(0, 0%), for N data points.

a.

Show that & = argmax, F(w) = Re (% XNy e7'F) is the maximum-
likelihood estimator of w. If you are not familiar with complex Gaussian
distributions, start by considering the real and imaginary parts of the mea-
surement equation, assuming that Re & and Im &; are drawn from i.i.d.
Gaussian distributions, N(0, 102).

Use an FFT algorithm to find ®. Refine the estimate via a local-optimization
routine. Plot F(w) for good and bad SNR, and reproduce the figures in
Example 8.4.

Solution.
a. With the notation y* = {yo,y1,..., 1}, the log likelihood of p(y*|w), is given

by the joint distribution of real and imaginary parts of y; = e/“¥ +&;.

N N-1 e € ,cawk)ﬁ N N-1 ( ,Ciwk)z
;) 1_[ e 2:72/2) [;] 1—[ C_W
V2m(0?/2)) k-0 V2r(?/2)) k=0

( 1 )N N-1 _l_vremkf
= 1_[ e a2 .

2
o™ =0

PO¥lw) = [

Notice how the complex notation and circular symmetry (the fact that real
and imaginary parts are independent and identically distributed), greatly
simplifies the joint distribution. Then, starting from the complex noise
distribution, the log-likelihood is

1 N N-1 |}.k_emk|2
_ e 2
(=) 11

k=0

In p(y|w) = In

N—-

=-NIn (7t0'2) - o% Z |yk - ei“’]‘|2 .
=

—_
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Expanding the magnitude-squared term for time k gives

'yk _ eiwk|2 _ (yk _ eiwk) (yz _ e—iwk)

* L +iwk

iwk
-yie

=yl + 1 —yre”

=-2Re (yk e‘i“k) + terms independent of w.

Substituting and ignoring scaling factors (irrelevant for finding a maximum)
and also terms independent of w gives,

In p(y*|lw)  F(w) = +Re

1N—l

—iwk
—Eykew],
Nk:O

with the normalization factor N~! included by convention, to make F = O(1).

b. The expression F(w) is just the quantity evaluated by a fast Fourier Transform
(FFT), although that algorithm evaluates only at a discrete set of frequencies.
Still, it is a fast, easy algorithm, and the frequencies identified are closely
spaced enough to identify the local peak. Plotting F(w) for SNR of +10 and
—10 dB shows how, in the former case, the global maximum is at the proper
frequency while, for the low-SNR case, the global maximum is usually at a
noise peak.

I - SNR = +10 dB
O—MWV-.N—WW\/\/\/W\/\

|4 SNR=-10dB

O o-’w\/\/\/vl\/\/\/v\,\]W\MV\/\ﬂ/\m
L -

T L L L L T L L L L 1
-0.5 0.0 0.5
Frequency ()

8.23 Wiener filtering. The Wiener filter is a frequency-domain technique equivalent to
(and predating) the Kalman filter for time-invariant problems. We focus on the
much-simpler smoothing case, where information is available for all times (—co <
t < +o0). Consider a signal u(r) measured by an instrument with dynamical
response £Lx(f) = u(t), where L is a differential operator. Its inverse in the Fourier
domain is the transfer function G(w), with x(w) = G(w)u(w). The measured
response y(f) = x(f) + £(t) adds white noise £(f) with spectral density £2. The goal
is to find an optimal linear “filter” that minimizes the mean-square estimation
error. (Notice that the goal of estimating u rather than x is slightly different from
that of a Kalman filter. But given i1, we have X = Git.) We thus define it = VG—Vy,
where all quantities are functions of w. The mean-square estimation error is
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E= [ dt[it) - u@®? = [ $2|i(w) - u(w)]?, where the signal u(?) is taken to be
white noise with spectral density 1.
a. Show that &t = [G™! (1 +

SNR = u/¢. The whitening filter G~' compensates for the instrumental

—1 e .
m) |y minimizes the mean-square error, with

response.
b. Assume that G = ﬁ, a first-order, low-pass filter. For SNR > 1, show that
1+ IGlzsﬁ)q] is a low-pass filter with cut-off frequency w. ~ SNR. Thus,

the Wiener filter cuts off the naive estimator u(w) = G~ (w) y(w) at w.

The optimal filter contains the term |G|?, making it acausal. Finding a causal
Wiener filter that does not depend on future values of the signal turns out to be
a harder problem and is solved more easily by the Kalman filter.

Solution.
a. The mean-square error, in the frequency domain is given by

E= f " g_‘”m(w) —u(w))?
oo 2TT

C dw |W X
Lﬁ’?“f)‘a

“dw 1
— — |[|(W = Dx? + |WP&E2
L, 2riGE (W = Dafl + We’]
where the cross term x(w)é(w) vanishes when integrated, since the signal and
measurement noise are uncorrelated. With W* the complex conjugate of W,
setting the derivative (dy-)E = 0 gives

2

(W= DIx* + W& =0,
which implies
|x? 1 1

TP+ E 1+ &P 1+

1
(IGPSNR?)

b. For an instrument response that is a low-pass filter with unit cutoff, G(w) =
1
——. Then

1+iw
1 1
W= ~ s

1+w? w?
L+ SNR? L+ SNR?

which is indeed the magnitude-squared frequency response of a low-pass filter
with cutoff w, = SNR, assuming SNR > 1.
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9.1 Input shaping: Moving a load of uncertain mass. From Section 9.1.1, we consider

a transfer function G(s) =

Trajors With  an unknown oscillation frequency of

nominal value wy = 1. The goal is to move from y from O to 1 in finite time using
the input-shaping protocol: n + 1 steps of amplitude A = {A;}, applied at times
t={n}.

a.
b.

Show that the amplitude of residual oscillations is given by Eq. (9.3).

Zero Vibration (ZV): Show that A = {% %} and t = {0, 7t} satisfies J(w) = 0
for w = wy = 1, which thus solves the control problem exactly if the system
is known perfectly. Find the exact expression for Ji(w). Here and below, set
to = 0.

Zero Vibration Derivative (ZVD): Show that A = {% 5 %} and t = {0, 7, 27t}
satisfies J, = J) =0ate=w-1=0.

. Zero Vibration Double Derivative (ZVDD): Show that A = {%, %, %, %} and

YI €.
0 f.

. Adiabatic limit. Show that the ramp at left leads to residual oscillations whose

t = {0, 7t, 271, 37} satisfies J3 = J; = J =0 at & = 0.
Show that the Taylor expansions of ZV, ZVD, and ZVDD solutions about
w=1give (%Isl) , with n = 1,2, 3, respectively.

typical amplitude is (wt)~!, which is small for 7 > w™!.

Solution.

a. In standard state-space notation, the dynamics  + w’y = w?u(t) correspond
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to

d 0 1 0
T R NP

which has a solution, for y(0) = y(0) = 0, of

3 ¢ 1 o _ ¢
v =(1 0) fo dt’( coswt=1) g, sinwlt t))(a())z) ur')

—wsinw(—1t) cosw(t—1)

t
=wf dr’ sinw(@ — ) u(t’).
0
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Substituting u(t) = >; A; 0(¢ — ;) and assuming ¢ > t,, the last step, gives
n t n
Y0 =w ) A f a7 sinw(t—1) = 2 DAL - cosw(t - 1)
i=0 li Wi

=1- ZA[ cosw(t—t;).
i=0

Here, we use the normalization of relative amplitudes, ; A; = 1. This last
condition must be imposed to make y(¢) oscillate about the desired position
y = 1 at the end of the protocol.

To find the amplitude of residual oscillations, we expand the cosine term:

n n
Z A; cosw(t—t;) = Z A; (cos wt cos wt; + sin wt sin wt;)
i=0 i=0

n n
[Z A; cos a)ti] cos wt + (Z A; sin wti] sin wt ,

i=0 i=0

which has amplitude

n 2 n 2
J, = (ZO: A; cos wti) + (Z(; A; smwti] .

To see this last identity, we note that we find the amplitude of

dy = acos wt + Bsin wt

by finding the extremum. Setting the derivative to zero, we have

%(6y) = w(—asinwt + Bcoswt) =0.

This implies
tanwt = B/a = coswt= —2—, sinwt = B
ﬁ/ A }az+ﬁ2 A [a2+ﬁ2

Thus, as seen below,

2 2
oy @ A = Ja? + 2.

TN
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b. We solve

n 2 n 2
Ju = J(Z}: A; cos wti] + [ZO: A; sin a)ti) =0,

for n = 1. For J; = 0, each sum must vanish. Recalling that #, = 0, we have
Ag+Ajcoswt =0, Arsinwt; =0.

The second equation requires wt; = m for integer m. The smallest m (short-
est protocol) is m = 1, which implies #; = 7, assuming that w = wy = 1.
The first equation is then Ay — A; = 0, or Ay = A;. With the normalization
Ap + Ay = 1, we conclude that

A={31}.  t={0. 7.
Again, these values assume a nominal oscillator frequency wy = 1.

If a control based on this design is carried out on an oscillator whose actual
frequency is w, the exact expression for residual amplitude J; is

Ji = 1 V(1 + cos wm)? + (sin wm)? = |cos §w| = |sin §8| ,

where € = w — 1. See below.

lem/2|
cC o
o 7T
g2 \Z
=5
193
3 g sin en/2|
0
-1 0 |
Frequency
variation €

More generally, if the design frequency is wy (not necessarily =1), then #; =
Tt/wo and € = (w/wy) — 1.

. Forn=2,

J = \/(Ao + A| cosTw + Aj cos 27w)? + (A sin 7w + A sin 27tw)? .

But symmetry implies A, = Ap and normalization implies A; = 1—2A,. These
lead to

Jo =1 —2Ay + 2A( cos tw| .

To satisfy Jo(w = 1) = 0, we have J, = |1 — 24y — 24p| = 0, which implies
Ao = 1. Then,

Jr = cos(%w)2 .
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d. The n = 3 (ZVDD) case is similar. With Ay = A3 and A| = A, (by symmetry),

we have
J3=2 ‘cos (%w) (=Agp + Ay + 2Ap cos ww)| .
Taking two derivatives with respect to w gives
Ji (w) = —21°[A1(2A¢ + A1) cos Tiw + Ag(8A; cos 27w + 94 cos 3mw)] .

Solving for J5'(1) = 0 then implies A; = 3A,. Normalization of the A; then
implies that Ag = A3 = §, while A; = A; = 3. Then

3
J; = |cos(§w)| ,
. For ZV, ZVD, and ZVDD, the cost functions are

—lan(z
— |sin(2e)

with n = 1,2, 3, respectively. In the latter expression, we change variables to
& = w — 1. The Taylor expansions are then

n n

)

J, = ‘cos (%w)

n
J, = |§e| .

The expression generalizes to arbitrary n-th order, showing that, for a long-
enough protocol, we can make the response arbitrarily robust to frequency
mismatch.

. Adiabatic limit. The easiest approach is to integrate directly for a ramp
solution u(¢r) = t/7. That is, we solve

J+o’y=w’t/n,  y(0)=30)=0.
The solution is simply,

t  sinwt 1
¥ =-- @ , ¥y = —(1 — cos wt)
T wr T

At the end of the ramp, at time 7 = 7, this solution simplifies to

y(T):l—Sian, () = l—cosarr'
wT

Intuitively, we can guess that, with this initial condition and setting u(z) = 1
for later times, the oscillations in y(¢) will be of order (wt)~! about the steady-
state solution y = 1. Below, we show this in more detail.

If u(¢) = 1 thereafter, the solution, by inspection, is

y(@) =1+[y(r)— 1] cosw(t — 1) + }% sinw(t—7),

203
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which just oscillates with amplitude

\/ (y'(‘r)2 )2 \/( sin wt )2 ( 1 — cos a)‘r)2
@ - 1P +|[—]| = +
w wT wT
1

= (E) V2(1 = cos wr)

2.
=|—]sinjwr.
wT

Thus, depending on the exact value of wr > 1, the oscillation amplitude
ranges between 0 and 2(wt)”!. A “typical” value is then (wt)~'. If the
ramp is slow enough, then the residual oscillation will be small, whatever
the frequency of the oscillator. There is a tradeoff between performance and
robustness.

9.2 Swing up a pendulum robustly.

a. Derive the equations of motion for the four-dimensional augmented dynam-
ics for X = (x x,)" that augment Egs. (9.6). Express them in the form
X =FX,u).

b. Write the eight-dimensional equations for the combined state and adjoint
XA

c. Write a boundary-value code to solve the eight-dimensional equations of
motion and make plots similar to the ones given in the text.

Solution.

a. The augmented state vector is

0 X1
X 0 X2
X = = =
(xw) 9&) X1,w
éw X2w
For the ordinary pendulum, § = —w?siné + u. Taking a derivative of the

right-hand side with respect to w gives —2w sin 6 — w?(cos 6) 6,,. The combined
dynamics are then

X1 X2 X2
d| x| —w*sinx; + u B —sinx; +u
dr | x1.0 X2, X2,
X200 —2wsin x| — w? cos x| X1, —2sin x; — cos x| X1 4,
——
X F(X 1)

In the second identity, we evaluate at the nominal frequency, w = 1.
b. Find the four-dimensional adjoint equations by computing the Jacobian of
F. Then write the eight-dimensional equations for the combined state-adjoint
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system (X A). As before, the functions are evaluated at the nominal frequency
w=1.

0 10 oy
—COS X] 0 0 0
—(0xF)" = - ‘
(OxE) 0 0 0 1
—2cosx; +sinx; x;, O —cosx; O
; . T
0 cosx;i O 2cosx; —sinxxy,
-1 0 0 0
=+
0 0 0 COS X1
0 0 -1 0
Then, since L does not depend on x (in this problem),
A 0 cosx 0 2cosx; —sinx; xj, ! Ay
dA  df | | -1 0 0 0 A
dr ~ dr|i| | O 0 0 COS X Ao
o 0 0 -1 0 A2
cos x1Ap + (2 cos x; — Sin x1x1 ) A2,
B cos x{ Az
_/ll,w

Finally, we put together the equations for X and A into a single system of
eight coupled equations:

X X2 x1(0) 0
X —sinx; +u x(0) 0
X1,w X2,w x1,,(0) 0
dlxu] —28inx; — COS X| X2, x,0)| 10
& /11 - COS .X]/lz + (2 COoS X1 — sin xlxl’w)/lz,w i xl(‘r) - 7T )
A -4 x(7) 0
/l] ) COS X1 /lZ,w xl,w(T) 0
Do A X2,6(7) 0

Note that because the u dependence does not change, we will have the same
equation, u(f) = —A,(t). We then substitute u = —A1; in the second equation,
for x;. The result is a system of eight coupled, nonlinear first-order ODEs
with eight boundary conditions.

Although the manual procedure used here is tedious and would be even more
so with more uncertain parameters, it is worth noting that all operations are
simple, standard ones (differentiation, matrix algebra) and can, in principle,
be automated in a symbolic-manipulation package.

c. See book website for code.
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9.3 Robust rejection of disturbances for harmonic oscillator.

a. Derive the perturbative result that 8k = (3£) = +3 &,

b. Let p(w) be lognormal, with (w) = 1 and {((dw)?) = 2. Show that (") =
e+ 07/2 and thus Inw ~ N(u, o), with g = —(1/2) 1n(1 + 82) and o2 = —2u.

c. Find exact expressions for the scaled optimal cost (j*) and gain k* as functions
of &. Taylor expand to confirm 8 = %

Solution.

a. The problem to solve is
i+ Ki+wx=0, x(0) =0, %0) =1,

where we have substituted the feedback derivative-control signal u(r) = —Kx(f)
into the system equation of motion and where the initial condition is derived
from the delta-function “kick” at time 0. (Integrate i(¢) from ¢t = 0~ to 07.)

For the underdamped case (w > K/2), solving the equations of motion leads

to
., (sinw't
xm=ﬁ%m?), W= -2, =K.
w

4

u(f) = —Kxi=Ke™" [(_(_,) sinw’t + cos w’t] .
w

The overdamped solution is similar, with hyperbolic functions replaced by
trigonometric functions and (w? - ¢"?) — (> — w?). As noted in the main
text, evaluating both cases in the cost function leads to the same result,

~ 1 1
ﬂum=l;me+ﬁﬂ=§@+J§y

To find the optimal value of the feedback gain K, we solve

dJ 1

— =0, = K=— = Ky=1.

dK w
In the last step, we evaluate K at the nominal frequency, wy = 1. The optimal
cost is then Jy = J(wg, Kp) = 1.

To find the shift 6K/Kj in optimal gain as a function of the relative frequency
uncertainty ( dw?), we evaluate

B=-3 .
A
Differentiating (and using ¢ = w and k = K),
»J 3 #7 1
Oy ] = ——— = ——— > =3, Oy =—5 = — — +1,
S T CK T WO T e T
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where we substitute the nominal values k = ¢ = 1. Finally,
s (L) 3.3
=-|3 =+,

It is interesting to note that if we were to redo the calculation allowing for a
relative cost R of control in J, we would find out that the coefficient 8 does

not depend on R. It appears in the expression for K, but not in its relative
shift.

. First, let us first show that (w") = e"™*""/2 for a lognormal distribution with
Inw ~ N(u,o?). We start by defining

y=(nw) and 2= = 7 ~ (0, 1).
(on
Then

<wn> — <eny> — <eno’z+n,u> e (elurz) — eny+(n(r)2/2 <eno’zf(n0')2/2> )
our result

But

<en0'zf(na')2/2> — 1 foo dZ efzz/Z eno’zf(mr)z/Z
V2711 J-oo

1 f‘” 2
dZ e—(z—mr) /2 =1 ,
V271t J-oo

which proves our result.

Using the n = 1 and n = 2 cases, we have
(wy =712 =1
(( 6(1))2> — <0)2> _ <Cl)>2 — e2,u+20'2 _1 — 82 .

Solving these two equations for u and o2 gives

y:—%ln(l +82) , o’ =1n(1 +32)=—2,u.

. In the cost function, J contains a factor of 1/w?, which is the n = —2 case of
the result from (b). Thus,

2 3
<w—2> — e—2,u+(40' )2 e—(),u — (1 + 82> .
Substituting this formula into the cost function leads to

<J>=%(k+@]=l[k+ﬂ].

k 2 k

Solving 9;(J) = 0 gives

k;xact =1+ 82)3/2 S <J*>exact =1+ 82)3/2 .
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We see immediately that
® o __ _ 3 2 4
oK' =k —1=3e +0(&"),
which confirms that 8 = 3/2 calculation above. Similarly,

S =J"-1= %82+ §S4+O(86) .

The plot below shows that the perturbative approximation agrees well up to
relative frequency variations of about 60%. The left plot shows the exact
result for k (thin line), compared to the perturbative result in our formalism,
thick dashed line. The right plot shows the optimal scaled cost function,

k+%(1+82)3],

We use three different formulas for k, which is minimized either exactly or
with approximations.

e Exact solution: k&, . = (1 + 82)3/2 and (J*)exact () = (1 + 82)

exact —
= 1 (uncorrected) and (J*)paive = 3[1 + (1 + 8%)%].

1
e k) =5

3/2

e Naive solution: K e

e Perturbative solution: k', = 1 + 3&” and
| 3, (+&)
<J)pm—§ 1+§s +—]+%82

As you can see, all three expressions agree to O(g?). In the “naive” solution,
we fix k = 1 and calculate (J*). Amazingly, the perturbative expression, in
this case, exceeds the exact calculation only at O(£®), which is high order!
Note the ordering: for a given &,

<J*>naive > <J*>pert > <J*>exact .

e Pert.
35
g Naive
D
1%
* . 9
+»* Perturbative it Exact
«
£
Naive o 0
T T T 1 (@) T T
0 | 0 |
Uncertainty € Uncertainty €

9.4 Harmonic oscillator with PD control. Redo Prob. 9.3 using PD control (two gains
— proportional gain K, and derivative gain Kg).
a. Find the solution x(¢) for the disturbance response. Evaluate the cost function
J. Find the optimal values of the derivative gain K4 and proportional gain
K.
b. Write out more explicitly Eq. (9.16) for the present case of two control
parameters and one uncertain system parameter.
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c. Find the scaled gain shifts, dkq and &k, as a function of &2,

d. Evaluate the cost function (J)(¢, K4, Kp) numerically by computing the expec-
tation over the lognormal distribution for w and minimizing over gains
K4 = Kj and K, = Kj to find (J)*(e). Plot and compare to the perturba-
tive result. Do the same with the cost function and plot three curves (right):
a naive control where you fix Ky = Kqo and K, = K, the optimal values
for the nominal model, a perturbative control using the techniques of this
book, and an exact control using the gains determined using the numerically
determined K3 and K.

Solution.
For proportional-derivative control of an undamped oscillator, the equations
of motion are

i+ Kgi+(Kp+0H)x=0,  x(0)=0, «(0) =1,

where we have substituted the feedback derivative-control signal u(f) = —Kpx(f) -
Kgx(¢) into the system equation of motion.

a. The solution for x(¢) to the above initial-value problem is, for the under-
damped case,

., [(sinw’t
x(t) =e¢! (SH:;) ), w = \Jw+ K, -7, ! =Kq4/2.

Putting this into the cost function gives

1 K 1+ K?
J(w, Ky, Kp) = Ef de [(1) + (1) = Td + m’
0 p

Setting the gradient of J to zero gives

S I v A M

Kp’o \/E -1 41
The optimal value of the cost function is Jo = J(Kqp, Kpo) = \/(\/5 -1)/2=
0.46.

We rescale J by defining

1 1
i(w, kq,dy) = —J(w, kaKq 0, kpKpp) = =
J(w, kg p) T (w, kaKqp P p,O) 3 kg

L (2 )+ (V2D
d+_[ (V2= 1)k + ? H

Then j(1,1, 1) = 1, which simplifies further numerics.
b. The general formula for the corrections to the control parameter gains,
Eq. (9.16), is given by

1
5K = _E(alacf)_l Ok Tr [E (9gg )] -

209

05-Kp

Control parameters
",
o
X
£
a
a

0.0 0.5
Uncertainty ¢
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For our present case of one uncertain parameter w with nominal value = 1
and with two control parameters, we can write

. 1 .
(5Kd,0) _ 1 ( Ok Ok, J ) ( Okww ) &2
3K, 2\0k, J Okk,J)  \Okywwl

with all derivatives evaluated atk = K, = w = 1.
¢. The Hessian matrix for the control parameters is
. . -1
(akdkd] akdkp]) _ (1 0 ) _ (1 0 )
O ) Ot 0 2-1V2)/4 0 22+ V2)"
It is nice that the matrix happens to be diagonal! The gradient matrix is

()

6kpwwj a 5/\/5—9/2

Putting everything together gives
Ska\ _ 1(1 0 1/V2-2 2
Sky) — 210 22+ V2)) \5/v2-9)2

(1 -1/ «5)) 2
4-1/V2

N (0.65) 2

33

The result tells us how to modify each gain K4 and K, relative to the nominal
optimal control values K4 and K.

9.5 Harmonic oscillator with uncertain frequency and damping. Analyze the distur-
bance response of a harmonic oscillator i + 2{wx + w*x = u, with u = —Kx, for
two uncertain parameters w ~ 1 and ¢ ~ 0.1 and cost function J = fooo dt (x> +u?).

a. Show that the nominal optimal control problem leads to Ky = Jy ~ 0.82.
b. Write out more explicitly Eq. (9.16) for the present case of one control
parameter and two uncertain system parameters.

c¢. Find the shift in relative gain 6K/K in terms of +/( 6w?)/{w) and ~/{dL%)/{().
Are uncertainties in both parameters important?

Solution.

a. The solution to the equations of motion is, for the underdamped case,

x(r) =" (Sillj,u,t) ) W = AW -7, I =0+K/2.
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The cost function J is given by

J(w,, K) _j(; dt[x ) +u (t)] = 2K + 202

Solving dx J = 0 at the nominal values w = 1 and ¢ = 0.1 gives Ky = Jy =~
0.819804.

The rescaled cost function

1 +0.672078k2w?
(1.63961k + 0.4z0) w?

In this problem, we had to rescale the uncertain system parameter ¢ since its
nominal value is 0.1. No such scaling is needed for w, since its nominal value
happens to be 1.

. The general formula for the corrections to the control parameter gains,
Eq. (9.16), is given by

J(w,z,k) = J(w, 7240,k Kp) =

Lo
3K = ~>(Oxx])" 9xTr [ (Ges))]

In our present case, we have one control parameter & and two uncertain
system parameters w and £, all scaled to have nominal values = 1. We
will assume uncorrelated uncertainties for the unknown parameters, since
the problem mentions that we know (dw?) and (/%) but does not men-
tion the cross-correlation (0w 6f). The trace term then becomes simply
(O I SW?) + (B T)(8C%). Thus,

8k = B, ( 80?) + B¢ (857)
ﬁwE__ akkj), ﬁ{

1 (Oueed
2 2\ oud )’
with all derivatives evaluated at w = =k = 1.
. Evaluating the derivatives for the two S coefficients using a computer-algebra
program gives

where

1 (6kwa

o~ 234025, B ~0.0769231.

Since B,/B8; =~ 30, the solution is more sensitive to uncertainty in w. This
seems intuitive, as the gain K directly alters the damping ¢ but only indirectly
the frequency. Probably, it would be enough to account for the uncertainty in
frequency alone.

Note that because the unknown damping must still be positive (we know the
uncontrolled system is stable), we would again take a lognormal distribution
for £, and we know a priori that our control has no danger of destabilizing
the system.

M
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9.6 One-step LQR. The problem considered in Section 9.3.3 can be solved analyti-
cally.

a.

b.

One striking feature of the probability distributions is that they are zero when
the cost J < Jyin. Explain why (without calculation) and find Jy, (10).
By changing variables, transform the normal distribution for v and show that

(1 1 (5430597
p(J) = (02) N cosh (/2(8J) 8x) 6(5J),

where 6(-) is the step function, 8J = (J — Jpin)/02, and 6x = (x — u)/o.

. Find analytic expressions for the mean (J), standard deviation o, and tail

probability P(J > Jmax). Can you find a simpler approximation to this last
quantity?

Solution.

a. The cost function

. The noise v obeys a normal distribution of mean zero and variance o

JO) = 1 ((x—u+v)? + Ru®)

is minimized by a lucky fluctuation v = —(x — «) that makes the first term zero.
The minimal cost is thus Jui, = $Ru’.
2.
1 R
e 202 s
V2no

Following the logic of Example A.17, we write

p(v) =

pvy)  plv-)
J) = s
PO =156 T o)

where v, (J) is the inverse function of J(v) and J'(v) = dJ/dv. Notice that
there are two roots to the inverse, and the pdf p(J) picks up contributions
from both. Inverting the relationship J(v) gives,

ve =—(x—u)x V2(J = Jnin) »

and

'O = lx—u+vel = |+ V20 = Join)l = V2(J = Jmin) -

Putting all the pieces together, we have

1 2z 4

p(J) = (e_ 202 + ¢ 20—2) .
V27 V2(J = Jmin)

Substituting for v, and recalling that 2 cosh x = ¢* + e™* and then defining 6J

and 6x leads directly to the expressions given in the main text.
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c. The mean was already given in the main text:
Jy=1 ((x - w? + Ru* + o)
2 9

which is minimized by choosing

- = D=3 ()2
“ TR/ min = 7 27

For the variance, we first define
_ _ 1 2 1 2 2 2
5J_J—<J>_§((x—u+v) +Ru)—§((x—u) + R + o)
=0'(x—u)+%(v2—0'2)

and, using (v*) = 30** for a Gaussian variable of mean zero, we have

<( 5])2> = 0'2(x - u)2 + % (<v4> —20%07 + 0'4)

= 0'2(x - u)2 + %0'4.

2
0y

Note that the cross term is ~ (o-(x —u)(v* - 0'2)> =o(x—u)(y* —o?) =0. The

expression for o, is minimized for u = x, where oy = 0%/ V2.

The last quantity to calculate (using Mathematica) is

P(J > Jmax) = fm dJ p(J)
Jmax
=1 [erfc(\/ 0Jmax — (0x)/ \/5) + erfc(\/ 8 max + (5X)/ \/5)] ,
where Jimax /0% = 8Jmax + Jmin/ 0.

To simplify this expression for P(J > Jy.x), we note that the second term is
negligible for almost all values of its arguments. (When dx = 0, or u = x, there
is an error of a factor of 2. But for smaller u, the term is truly small.) Thus,

P(J > Jmax) % [erfe (v 8man — (82)/ V2)] .

For large values of the argument, this simplifies even more: erfc(x) ~

e /(Vx).

9.7 Harmonic oscillator statistics. We analyze the cost distribution p(J) for an
undamped harmonic oscillator with uncertain frequency, continuing Prob-
lem 9.3.

a. Derive the analytic form for p(J) and plot for K = 1.4, 2, 3.
b. Derive analytic expressions for (J), oy, and the tail probability p(J > Jpax).



214 Robust Control

¢. Show that the gain K** = 2J,,,x minimizes the tail probability.
d. Plot p(J) for K = 1.4, 2, 3; mean (J) and o, versus gain K; gain K* that
minimizes (J) versus &; and tail probability P(J > Jy.x = 1) versus K.

Solution.

a. As usual, we derive p(J) by change of variables. We invert J(w) to w(J):

(g N
J(w) =3 (K + sz) = w:.())== AT

Although there are formally two roots, w., only w, = 1/VK@J-K) is
relevant, as the support is w € [0, ). We also need the Jacobian:

1
B 2Kw?
Then, using the standard form for a lognormal distribution, we have

J) = p(w+) _ ( ZKLU}' ) exp (——(lnw+ —#)2)

4Kw?

+

' (w)l =

)l \w,oVar 207
_ E Kw? exp _(ln wy — p)? .
n\ o 202

We can further substitute for w,, 4 = -1 ln(l + .92), and o2 = —2u, but the
overall expressions remain complicated. So we stop here.

b. The result for the mean is derived for scaled units in Problem 9.3c. It is based
on the identity

<af2> = o U2 _ o=bu _ (1 + 32)3 _

Thus,

=il )il te]

which is minimized for K* = (1 + 82)3/2 ~ 1.398 for € = 0.5. The minimum

mean cost is (J)* = 1K*.

To calculate the variance 0'3, we first define

5J=J—(J>:%($—(l+sz)3),

so that
0% = (80 = # <(uf2 -1+ 82)3)2>
= 1611(2 (™) =2(w?) 1+ + (1 +&)°]

= —1611(2 [+ -+,
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where we use the moment identity described above, (w™) = (1 + £2)!°. Thus,
the standard deviation is

2N\3
oy = XS T

4K

Notice that oy ~ 1/K, which always decreases with K. For small uncertainty
in frequency, o; ~ /(2K).

To calculate the tail probability P(J > Jyax), we need the complement of the
cumulative distribution function. Since J is monotonic in w, we transform
the cumulative distribution function F,(w) into F;(J) as follows:

FJ(J):f dJ'pJ(J')=f Po(@) = Fuy(w).
J w

Thus, F,(w) = F,[w(J)]. Since w ~ N(u, o), we have

Folw()] = % N %erf(lnw ‘“) .

V2o

The tail probability is the complement:

P(J > Jmax) = 1 = Fylw(J)] = %erfc(lnw_#) :

V2o

We then substitute for w,(J) = 1/ VK@&J = K).

. To find the minimum of the tail probability P(J > Jn.x), we differentiate with
respect to K. The problem simplifies enormously when we realize that the
factors containing K all vary monotonically with K, except the “core” part of
w'(K), which is w ~ [K(J — K/4)]7'/2.

dw 1 Y _
aK - 2( ) (I = K/2)j=gp =0,

which implies K** = 2J,x.

. Below, we plot the cost distribution p(J) for an undamped harmonic oscilla-
tor with uncertain frequency p(w) satisfying (w) = 1 and £ = 0.5. (a) p(J) for
three gains. K ~ 1.4 minimizes (J). K = 2 minimizes P(J > 1). K = 3 has
lower variance but higher mean. (b) Same, on log scale, with K = 2 hidden for
clarity. (c) Mean and standard deviation, vs. gain. (d) Gain that minimizes

mean, as function of oscillator frequency uncertainty . (e) Tail probability
for Jonax = 1.
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9.8 Unstable first-order system. Consider an unstable first-order system,

X=ax+u, u=-Kx, x(0)=1, sz dt(x2+u2). 9.1
0

The closed-loop system, x + (K — a)x = 0, is stable for feedback gain K > a. Now
assume an uncertain a with lognormal distribution, as in Problem 9.3: Ina ~
N(u,o?), with yu = -1 ln(l + sz) and o = /-2u. Here, & is the variance of a,
and (a) = 1.

a.
b.

Show that the optimal control is Ky = V2 + 1 and that Jo(Ko) = Ko, fora = 1.
Use perturbation theory to find the optimal feedback gain to O(g?), ignoring
the possibility of instability. Show that 8 = 1 and, thus, K*(e) = Ko(1 + &2).
For a = 0.01, show that perturbation theory is limited to & < gnx ~ 0.74.
Minimize (J)go0d(K) for & = 0.01 and & < &pax. Plot K(g) and (J)gooa vErsus &
for both the numerical minimization and the perturbation theory.
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For the graphs at right, dashed quantities are from the perturbation theory. Intu-
itively, to stabilize systems up to a = anm,, We need to set the gain K a “little bit”
higher than ap,,. At &€ = &nax, for example, an.x ~ 3.7 for @« = 0.01. The
perturbation-determined gain Kpert & dmax 1S too low and leads to the divergence
of average cost. The numerically determined value that optimizes (J)gooa = 3.0
is K* =~ 4.0.

Solution.

a. For fixed, known a, we can choose K > a, and the problem is defined by
X—ax=u, u=-Kx, x(0)=1, sz dt(x2+u2).
0

The solution to the equations of motion is x(f) = %" which leads to an
integrated cost of

* 1{1+K?
J = (1 +K2)f dlez(a_K)t = —( )
0 T/ 2 K_a

Differentiating and setting dxJ = 0 implies Ky = Jo = a + V1 + a2.
For a = 1, this gives Ky = Jy = V2+1~24.
Note that this part of the problem repeats a calculation done for a slightly
more general cost function in Problem 7.2.
b. The scaled cost function is

2
j(k,a):(\/i—l) 1+(3+2\/§)k

( V2 + 1) k—a
which satisfies j(1,1) = 1. Evaluating derivatives of the cost function leads to
1(0 a,a j
i)
2\ OkkJ ) gmper

Thus, 6k = (K* — Ky)/ Ky = €2 + O(e*).

c. The perturbation theory tells to choose K*(¢) = Ky(1 +8¢?), with Ky = V2+1
and B = 1. However, stability requires K* > a. With an unbounded p(a),
some fraction of systems will be unstable and thus “fail.” If we start with
a prescription that we need to choose K so that only a defined fraction «
of failures will occur, we can have a conflict with perturbation theory. We
visualize this issue by plotting a,,.x and K* as a function of ¢ and looking for
the crossing point. Note that a,, is defined as the inverse survival function (or
inverse to the complementary cumulative distribution),

a:f da p(a, &),
Amax

with p(a, €) the lognormal distribution with (@) = 1 and variance 2. The
graph below illustrates @ = 0.01 for € = 0.5.
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Instability a

d. The cost for feedback control of the “good” systems is given by

Jgo0d(K, €) = f da p(a) J(a, K)
0

Amax 1 _ha? (1 + Kz) 1
= da e 27 s
0 V2moa 2 K-a

with u = —% ln(l + 32) and o = /-2u. The upper limit ap,x is chosen as a
function of ¢ as described in (c).

It is straightforward to minimize this function numerically (over K for fixed
¢). The starting point for an iterative solution can either be the perturbative
solution or the solution found numerically for the previous, neighboring value
of &. Here, there is a single, global minimum, and the solution is easily found.

9.9 Internal Model Control (IMC) and feedforward. Consider the “two degrees of
freedom™ variant of IMC shown below, with system model and two controller
transfer functions Q,; and Q,. The latter is the feedforward filter defined in
Section 3.4.1.

d disturbance

u
reference r > G y output
= <O n noise
G ———>
Qi [«
v

Show that the transfer function of the error signal e = r — y is given by

B ( GO, ) ( 1-GoOQq ) ( GOy )
e=11- r— d+ n.
1+ Q4(G - Go) 1 + Q4(G - Gyp) 1 + Q4(G - Go)

For a perfect model, Gy = G, this reducestoe = (1-GQ,)r — (1 -GQy)d +
G Qg n, which shows very clearly the role of Q, in tracking the reference and Q,
in rejecting disturbances. Without feedforward (Q, = 1), we cannot, in general,
do both. We also see that rejecting disturbances generally adds noise to the error
signal.
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9.10

Solution.
From the block diagram,

v=(G-Gopu+d+n, u=Q,r—Quv, y=Gu+d.
Then,
u=Qr—0Qul(G-Gou+d+n]=Qr—Qud— Qun— QuG—-Gou.
Solving for u gives

[ = Orr— Qud — Q4n
1+ Q4G -Gy

The error is

_GOr—GQqd - GQan
1 + Qu(G - Gyp)

_ (1 GO, ) ( GOy ) ( GOy )
=l1-—2=|r-[1- d+ n
1+ 04(G - Go) 1+ 04(G - Gyp) I+ 04(G - Gop)
_ (1 GO, ) ( 1 -GoQy ) ( GOy )
=(1-——== |- d+ n.
1+ 04(G - Go) 1+ 04(G - Go) 1+ 04(G - Go)
For a perfect model, Gy = G, we have then

e=(1-GQ)r-(1-GQzd+Qun.

e=r—-y=r—Gu—-d=r

Choosing Q, = Q; = G~ would thus eliminate errors in the tracking due to
the reference r and disturbances d, although not to measurement noise n. But,
as we have seen repeatedly, it will not, in any case, be possible to perfectly invert
a system. We recall the main limitations: the inverse of G can be acausal or
unstable; the required inputs may be too big, K = 1/(1 - GQ,) — oo; and, of
course, we may not have a perfect model, Gy # G. In some limits, for example at
low frequencies, good approximations can be feasible.

Transfer function norms. Define the 2 and co-norms of a transfer function G(iw)
as |Gl = [[*, 2IG(iw)P]"? and ||Gllw = sup,, |G(iw)].

—oo 27T
a. 2-norm. Using Parseval’s theorem (Problem A.4.3) and representing G(s)
in statespace via {A,B,C}, show that |G|, = +VCPC', where P =
fooo dred’ B BT eA"" is the Gramian matrix introduced in Example 4.4. Recall
that you can compute P directly or solve the Lyapunov equation, AP+ PA" =
—BB" (Problem 2.15).
b. For G(s) = —, show that ||G|l, = 1/ V27 and ||Gl|e = 1.

T¥rs?
c. Show that the 2- and co-norms for G(s) = m give the curves at right.

E 4
2
i c IGlx

Solution. 8
f=

. 3 —

a. From Parseval’s theorem, the square of the 2-norm is given by c |G~

'-:3 L L |

oo § 00 05 10
IGIE = f d G E it
—00
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But G(¢) is the response function to an impulse 0 (¢) at time ¢t = 0. From
Eq. (2.66) and using causality, it is given by

CerB t>0
G(t) =
0 t<0
Thus,
IGII3 = f dtC e* BB 4" €T = CPC" .
0
. For the first-order system G(s) = Tlm’ the state-space representation has A =

—1/7,B=1, and C = 1/7. Then the Gramian is

P:f dte"”(l)(l)e””:f dre 2 = L
0 0 2

The 2-norm is then
1\ /7\ (1 1
Gl = —l=[-]=—.
Gl (T)(Z)(T) V2t

Another way to calculate |G|, is to do a contour integral in the complex
s-plane (Doyle et al., 1992).

To calculate ||G||., we note that the magnitude is

1
IGliw)| = —=.
V1 + 720?
which clearly has a maximum value =1 (for w = 0).
. For the second-order system G(s) = m and referring to Eq. (2.17), the

state-space representation has

(3 oef) et

We can find the Gramian P = P" by solving the Lyapunov equation:

-1 =2J\pi» p») \pi2 p2/\l =27/ \0 1
_ ( 2p12 -p1i+pn-— 2P12§) _ (0 0)
—put+pn-2pnd 2pp-—4pnl+1 0 0/’

which leads to py; = py = 4% and py; = 0. Thus,

e J5t o sk
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For the co-norm, we take i. It is simpler algebraically to differentiate the the
magnitude squared of |G|?, which is given by
: 1

(1 - )2 + 4820

1
1+2iw - w?

Gl = |

This condition implies
d : 2 #\2 2
Giw)* =0 = (0" ={0,1-27,
dw

which implies, being careful to select the physical root w* that gives a
maximum,

1 <L
IGlleo = IG(iw")| = {24\/1_46 f _
1 é” > 75 )

Gain
N

Note that for ¢ > 1/ V2, we evaluate |G| at the w = 0 root. The two norms are
plotted against £ in the main text. 10° -

9.11 Tracking a ramp. For the system discussed in Example 9.1, use Internal Model
Control to design a controller to track a ramp. Put all closed-loop poles at s = 0+
—1/7, and choose 7 = 1/3 for plots. Make a time-domain plot to show that the
output does track a ramp. Make a Bode plot for K(s). At right we add a dashed

Phase
el
o
I

-180-

line showing the controller from Example 9.1, which tracks a step input but not 00l 1 100
a ramp. Angular freq. (®)
Solution.

The solution follows Example 9.1 closely and is a more sophisticated version
of Example 3.7. The system is

1
T (1+ )2

We want the sensitivity function S to have the inverse model, i.e., s for tracking
a ramp, whose Laplace-domain signal is 7(s) ~ 1/s>. We also want it to replace
the two poles at —1 with poles at —1/7. We can do this with an IMC function

Q(s)

1+ $)*(a + bs)
0= 1+ s7)3

where a and b are coefficients that need to be determined. The complementary
sensitivity function 7'(s) is then

a+bs
(1+s7)3’

T(s) = Q()G(s) =
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9.12

9.13

which implies
D8 +302%2+Br—b)s+(a—1) R (s7)*(3 + sT)

(1 + 573 (1 + 573
where we have taken b = 37 and a = 1. Finally, the controller K(s) is given by

0 (1+52(1+3s7)
Ko =5 =G

which is plotted in the main text, along with the controller from Example 9.1.
Note that for low frequencies, K(s) ~ s~2, showing it will track a ramp. (Com-
pare K ~ s~' in Example 9.1, which tracked a step but not a ramp.) The
controller is biproper and thus realizable: K(s) — 3/72 as s — co. The response
is shown below.

S)=1-T=

u(t) = control input

---- r(t) = ramp reference

— y.(t) = closed-loop output

“Y(©)
0= T T
0 2
Time (t)

Signal amplitudes

Yo(t)
: — Y¥,(t) = open-loop output

Norms and transfer functions. Why is a transfer function with finite co-norm
proper but one with finite 2-norm strictly proper?

Solution.
Let us start with the 2-norm,

“dw . 12
||G||2E[ f 2—|G(1a))|2] .
Lo 2T

If a transfer function G(s) does not vanish at infinity, then clearly the integral
diverges. Being strictly proper is thus necessary for having finite 2-norm.
Now consider the co-norm,

IGlleo = sup|G(iw)|.

If G(s — ic0) is constant, then either it will determine the co-norm or a finite-
frequency maximum will. In either case, if it has a finite norm, it will not diverge
at w = co and hence is proper.

First-order system with uncertain delay. Consider a nominal Go(s) = 7= e™*m/2
and multiplicative uncertainty G(s) = Go[l + A(s)W(s)], with W = 2l apd

145 max

|A] < 1. The controller K(s) = K, for t € [0, tmax], With fpna = 0.1 and 7 = 1.

a. From the robust stability limit ||WT||. = 1, find (numerically) the maximum
allowable gain for which stability is guaranteed. Hint: Find the frequency w*

and gain Kj,,x such that |[WT| = 1 and %IWTI =0. Here, T = ﬁ and L = KG.
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b. Plot K(w) to confirm the values of K,,x and w* (right). Next, make a Bode
magnitude plot of 7T(iw) and W~!(iw). Finally, plot in the complex plane the
circles of possible loop transfer functions L(iw) for a few different frequencies
and a gain K, ~ 6.4. Highlight the circular domain corresponding to K.x
and w*.

c. Calculate Ky« for known delays %tmax and fpax.

Solution.

a. The condition |[WT||. = 1 means that we seek the highest controller gain K,
such that the magnitude |W(iw) T(iw)| = f(K, w) has a maximum at some w*
that is just equal to one. With

e Stmax/2
Go(s) = s K(s)=K,
o(s) T+ st ()
the complementary sensitivity function is
KG K

T(s) = = .
)= T7KG = Krem (1457

Using Mathematica to write out the explicit expression for the magnitude
[WT| = f(K,w), we have

2.1K w tpax 1

f(K,w) =

2 2

‘We then seek the lowest K.« > 0 such that

0
f(Kmam (1)*) =1, _f(Kmax’ (,4)*) =0.

ow

Numerically solving in Mathematica then gives w* ~ 10.678 and K.z =
6.446.

b. The inverse bound is

1 + Stmax

wWl(s) = .
(s) 2.185tmax

The closed-loop transfer function (complementary sensitivity function) is

KG K e Stmax/2

T = = A
()= T7%G = Ko +(1+ s7)

Below are Bode magnitude plots for #,,x = 0.1, 7 = 1, and K = {5, 6.45,8}. At

Kumax = 6.45, the plot for T(s) first hits W=!(s).

\/(wztﬁm + 1) \/(K2 -2Ktw sin(m) + 2K cos (m) + 7202 + 1) .

[WT|
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Below, we plot in the complex L plane, elements of the response function
with the multiplicative uncertainty “circles.” Shown in light gray are the fre-
quencies w = 0.02,0.05,0.1,0.2,0.4,0.8, 1.6, 5, 20, 30,40, 60. The black circle
represents w* =~ 10.678. All plots are at the critical gain Ky.,x = 6.446. The
black circle intersects the point (-1, 0) that marks the onset of instability.

Im L

' Re L

-5t

. If we assume that we know the delay exactly, we simply solve L(iw) = —1 by
separating into two equations, one for the magnitude, |L| = 1, the other for
the phase tan¢ = tan7t = 0 = (Im L/Re L). The magnitude condition gives

K e iwmn/2 K
L= = =1 = Kpu= Vl+ ().
I | 1 +iwr 1+ 022 max (@)

The condition that the phase ¢ = 7t implies
0 = Im L(iw) o Im [(cOS $Wimax — i8in $wimax) (1 — iwT)]
= —WT COS § Winax — SIN §Whnax »
which implies

tan (%w*tmax) +w'Tt=0.
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Solving these two simultaneous equations for 7 = 1 and #,,x = 0.1 gives
w* =~ 32.04 and K.x = 32.06. For 7 = 1 and #,,,, = 0.2, they give w* ~ 16.32
and K. = 16.35.

9.14 Robust stability for additive noise. Show that for a set of systems with additive
noise limits, G(s) = Go(s) + A(s) W(s), that the condition for robust stability in
a control loop with controller K(s) is |[WKS|l < 1, where S = (1 + Ly)~! is the
sensitivity function of the nominal loop dynamics, Ly = K(s) Go(s).

Solution. The easiest solution is graphical and is illustrated below.

[ +L0| LO
0 e

Re L(io)

Comparing with the multiplicative case, we see that the radius of the cir-
cular uncertainty domain is now |WK]| rather than |W|. Algebraically, for all
frequencies w,

1+ L =1+ K(s)[Go(s) + Als) W(s)]I
=1+ Lo(s) + [A(s) W(s) K(5)]| # 0.
Then, choosing the worst possible case, with |A| = 1 and an appropriate phase,
IL+ Lo(s)l = [[W(s) K(s)] > 0,
which implies that, for all frequencies s = iw,

IW(s)K(s)] _ |W(s) K(s)
L+ Lo(s)l |1+ Lo(s)

=W K(s)S)I <1,

with § = ﬁ This condition is equivalent to ||WKS ||, < 1.

9.15 Bounding functions. The bounding functions W;(s) and W,(s) of Section 9.4.4
are typically lag and lead compensators, respectively. Find forms that give good
approximations to arbitrary low- and high-frequency limits.

Solution.

For the lag compensator Wi(s), we want |W| ~ a > 1 for w < wq and |W;| ~
b < 1 for w > wy. We also want |W;| ~ 1, for w = wy. The most general lag
compensator is

a+ s/wy

W= B
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9.16

Imposing these limits, defining terms appropriately, and playing around leads to

1+a%b
Wi(s) = a(l " a) Wa(s).

s
wo

We can verify that W;(0) = a, W (ic0) = b, and
\/1+b2_ \/1+b2 o
-4 l+a2 Nl+a2

For W,(s), we can use the same formula but witha < 1 and b > 1.
Loop-shaping criteria. Robust performance requires I' = |||W S| + W) T |l < 1.
Typically, W, is large at low frequencies and small at high frequencies and W, the
reverse. Here, S = 1> and T = ;£ (Notice that S + T = 1.)

1+ib

1% =
[Wi(iwo)l = a T+ia

usinga > land b < 1.

a. Show that " < 1 implies that Min(|Wy|, |[W,|) < 1 at all frequencies.
b. Show that |L| > |W,| at low frequencies and |L| < |W,|™! at high frequencies.

Solution.

a. Let us assume, at some frequency w, that |W;| < |W,|. Then
(Wil = [Wi(S + D < WS+ W T| < W S|+ WLT| < 1.
Alternatively, if |W,| < |W}|, we have
[Wa| = [Wa(S + )| < [WoS| + |WoT| < Wi S|+ WLT| < 1.

Thus, Min(|Wy]|, |[W,|) < 1 at all frequencies. One or the other weight must

have magnitude < 1 at each and every frequency. Notice that we prove only

necessity, and the converse is not true: Setting one of the weights W; or W, to

have magnitude < 1 at some frequency does not imply that |W, S|+ [W,T| < 1.
b. The robust-performance criterion I' < 1 is equivalent to

||W]S|+|W2T||< 1,Vow.

In the low-frequency limit (w < 1), we have |W;| > 1 and |[W,| < 1. The
robust performance criterion reduces to

W,
W,S| = ‘ !

== L| > W] .
T L1 > Wi

In the high-frequency limit (w > 1), we have [W,| > 1 and |W;| <« 1. The
robust performance criterion reduces to

W,LL

[WhT| = ~Woll<1 = |L<|Wy".

A more-refined version of these limits imposes the looser requirements that
at low frequencies, |W;| > 1 but only that |W;| < 1 (not < 1) and similarly for
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ro—»| F 0
reference u
oS e
input’

high frequencies. The reasoning is that the uncertainty bounds are unlikely to be
negligibly small at any frequency. The corresponding limits are
1 —|Wy

"4
Wil , and |L|< ———,
1 — W, |Wa|

LI >

which push up further the required gain at low frequencies and push it further
down at high frequencies. The added demands on the loop shape come from
accommodating the “other” shaping function in each limit. See Doyle et al.
(1992), Chapter 7. Remember, too, that in order to preserve stability the slope
of |L| on the Bode plot must be shallower than -2 near the crossover frequency
where |[L| = 1

Feedforward with model uncertainty (Devasia, 2002). What happens when an
actual transfer function deviates from its model Gy(s)? Let G(s) = Go(s) + AG(s).

a. Assuming an invertible model and a feedforward block F = G ! show that
the tracking error e(s) = r(s) — y(s) to a command signal r(s) is e(s) =

AG/Gy
~Trxe 109
b. Argue that feedforward helps only for frequencies where AG/Gy < 1.
c. Let Gy = ﬁ with uncertainty AG = &, a constant. What does such an uncer-

tainty represent physically? Design a feedforward filter F(s) = G I(s) Gip(s),
where Gip(s) is a low-pass cutoff whose frequency respects the criterion
derived in (b).

Solution.
For convenience, the Figure 3.5 block diagram is reproduced here:

ug feedforward d disturbance

= feedback output

From the block diagram,

y=Gu+d) ug = Fr
U = Ug + Ugy um, = Ke
= Fr+ K(FGor —y) e=FGyr—y.

Then

y = G[Fr+ K(FGor —y) + d]
= FGr+ FGKGor — KGy + Gd

_ gL+ KGo r+( G )d
1+ KG 1+ KG
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a. For command tracking errors ecommand = ¥ — y, we can set d = 0 and find
(1 -FG)+ KG(1 - FGy)
,
1+ KG

AG G;!
()

€command = (

1+ KG

where the second line uses F = G(j' and G = Gy + AG.
b. A pure feedback solution would lead to tracking error

1
€command = (1 i KG)F’

The ratio of the performance with and without feedforward is then, simply,
—AG/G. At frequencies where the magnitude of this quantity is less than one,
feedforward is advantageous. When the criterion is violated, it is not.

c. Adding a constant uncertainty is a way to model high-frequency modeling
errors. The idea is that they persist at all frequencies and dominate at high
frequencies, where the model has small magnitude response. The criterion
from (b) is

[(1+s5)el<1.

For small ¢, this implies that feedforward to be limited to a bandwidth

w < W = el
A simple feedforward filter that inverts the system to as high a frequency as

is reasonable uses Gip(s) = m, which implies

l+s  1+s
1+s/wg 1+e&s’

F(s) =

which is a lead compensator that is active up to the frequency wy, whose
magnitude response is illustrated below for € = 0.1. The general lesson is that
the architecture of Figure 3.5 is useful and allows us to respect the limitations
of model uncertainty at (typically) high frequencies in a simple way.

Feedforward F

B
0.1 10
Frequency ®

Qut/ In

9.18 Input shaping by minimax. Go through Example 9.5.
a. Argue that symmetry dictates that the command response function is sym-
metric under time reversal, implying that J, reduces to J, = |1 — 24, +
2A¢ cos wty|.
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b. Conclude that the minimax solution has Ay = [2(1 + (cos Z&))] ' and 1, = 7.
c. Generate the minimax plot of Example 9.5.

Solution.

a. Because the equations of motion are invariant under time reversal, an optimal

step going forward in time must be optimal for the time-reversed dynamics.

Thus, for the optimal u(?), it is possible to define an origin ¢t = 0 such that the
response function of the input-shaping filter obeys F(¢#) = F(-t). Here, it is
easier not to work with this origin explicitly, but for

n

u(t) = ApgB(1) + A10(t — 1)) + A,0(t — 1), ZAi =1,
i=0

we ask that Ay = A,. The normalization condition then implies A; = 1 — 2A4,.

Similarly, the time interval between step 0 and 1 and then 1 and 2 must be
equal: With 7y = 0, we have #, = 2¢,. Substituting these constraints into

I = \/(A0 + Aj cos Tiw + As €08 27w)? + (A, sin 7w + Aj sin 2mw)? .
then leads to
Jo =1 —2A¢ + 2A( cos wt] .

The absolute value comes after taking the square root. Since amplitudes are
by definition positive, we “reflect” all negative solutions about zero.
b. The minimax solution satisfies

Hhw=1-g)=Lhw=1)=Lhw=1+¢).
The condition Jr(w = 1 — &) = Jo(w = 1 + &) implies that
cos[(1 —&)t;] = cos[(1 + &)t].
Using the relation cos(x — y) = cos x cos y + sin x sin y then implies
sint sin&t; = —sint sin &ty ,

which implies sin#; = 0, since ¢ is arbitrary. Thus, #; = 7 is the shortest
solution. We then need to determine the A, that minimizes the maximum
value of

J = 11240 + 2Ag cos wnl = |1 — 44 (sin Fo)'|

over the interval 1 — & < w < 1 + &. The condition Jh(w =1-¢&) = Jh(w = 1)
then implies

1 - 440 = 44, (sin T(1 + &))" — 1 = 4Ag (cos Ze) — 1,
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or
1

AQ = —2 .
2 (l + (cos %s) )
c. The plot is of

Jz(a)) = |1 - 2A0 + 2A0 COoSs a)7t| ,

with the above value of Ay.
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Problems
]

10.1 MRAC stability for a feedforward gain. Analyze the stability of a constant
solution for the feedforward adaptive control of an underdamped oscillator pre-
sented in Eq. (10.8). That is, let u. = uy + duc(r), 6(t) = (kn/k) + 06(¢), and so
on.

a. Define u = ykky(up)>. Show that the gain perturbations 56 obey, to lowest
order, d;,(56) + d,,(86) + d,(56) + 1 (80) = —ykmuto(5Y).

b. The Laplace transform of the 66 dynamics is s* + s> + s + u = 0. Deduce
that stability of the MRAC system requires 0 < u < 1. Hint: Look up the
Routh—-Hurwitz theorems, graph the roots, or just prove directly.

In the text, we use a square-wave input, not a constant. However, since
the period of the square wave is long compared to the oscillation time scales,
the square wave acts as a sequence of steady-state conditions, with “jump
perturbations” at the start.

Solution.
a. Recalling that £ = (d, +d, + 1) and Ly = knuc and Ly = ku = kBu., we
write
L=~y LIym( = ym)]
= =¥ [(Lym)y + Yin(LY) = 2ym(Lym)]
=~y [(kmtte)y + Y (kbutc) — 2ym (kinute)]
= —y [(kmuc)y + ymlk(kn /k) + 8601uc — 2ym(kmuc)]
= =yt [kn(y = ym) + kym(80)] .
We note that £0 = £(66) and that, to lowest order, y;,(86) = kyuc(56). Thus,
L850 + 11 60 = —yuckynSy(1),

with u = ykkm(u9)*. Here, we use [square?(r)] = 1, implying u.(t)* = u?.

b. Taking the Laplace transform of the above relation shows that stability is gov-
erned by the roots in the complex plane of s + s +s+u = 0, the characteristic
equation. There are several ways to see that 0 < u < 1 implies that all roots
are in the LHS of the s-plane:
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e Routh-Hurwitz criterion. This is a straightforward application of a rather
complicated algebra algorithm for counting the numbers of roots in the
LHS and RHS of the complex plane (and on the imaginary axis). The
general algorithm is complicated (Dutton et al., 1997), but for a cubic
polynomial, it is simple. If

o(s) = 5 +a1s2 +axs+as,
then the roots of o-(s) = 0 are in the left-hand side of the complex plane if
a;>0 and aqiax > az3.

Applying the two criteria to the present case implies stability for 0 < u < 1.
e Graphical approach. Plot the roots in the complex plane as a function of y,
and verify directly the claim.
e Direct proof. Even without recourse to general algebra theorems, it is possi-
ble to argue that 0 < u < 1 is necessary. Because the stability is governed by
a cubic equation with real coefficients, there must either be three real roots
or one real and one complex-conjugate pair.
For three real roots,

a(s) =(s + ) (s + ) (s + A3)
=50+ (A + D+ 3)s* + (L da + LA + 341)s + L dads,

stability implies negative roots (s = —A; < 0), which implies 4; > 0 and
thus a; > 0. In particular, a3 = u = 214,43 needs u > 0. Then, given that
A1+ A+ A3 = 1 and A; > 0, we conclude that 0 < A; < 1 and thus that the
product 2; 4,43 = u < 1. The two conditions together give 0 < u < 1.

Assuming one real and one complex-conjugate pair, we consider the limit-
ing cases. Either the real root = 0 or the complex-conjugate pair is +iw. In
the former case, we have

s(s+ A+iw)(s + A1 —iw) = s[(s + 1)? + *].

Equating this to s* + s>+ s+, we see that y = 0,1 = §, and w = g, which
is a possible solution. In the other case 4 = 0 and u = 1, and it is easy to
see w = 1 and the other root is at —1.

These two cases define the limiting values of u. Since there are no
bifurcations—these would imply three real roots, with two degenerate
and cannot occur given that the coefficients of s> and s are unity—the
intermediate cases connect them by continuity.

10.2 Normalized MRAC. Normalizing the model reference adaptive control algo-
rithm can stabilize it for all operating amplitudes.

a. Simulate the MRAC system of Figure 10.2. Show stability for y = 0.1 and
Uy = 1.
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b. Confirm numerically that uy > V10 leads to instability for y = 0.1.

¢. The normalized MRAC algorithm replaces ¢’(6) — ¢'(6)/(a + |¢’(9)?), where
@ is a small constant. Find the normalized equation for § analogous to
Eq. (10.5).

d. Explain how the algorithm works, using the result in Problem 10.1.

e. Reproduce the plot at right fory = 0.1, k = kyy = ap = 1, a = 2, @ = 0.001,
and uy = 10. Without normalization, the response would be unstable.

Solution.

a. See Figure 10.2.

b. Confirm with your code. Note that the V10 comes from the linear stability
analysis in Problem 10.1, where we show that stability is governed by u =
Ykkm(uo)?. Here, k = ky, = 1, so that the stability parameter yu is

1=y,

so that y = 0.1 implies (ug)max = V10 to have u<l.
c. We have

_ Y€Ym
a+yy

e'(0) =Ym - 0=

Since ymy, = kplte, We can also write

B Yk ke )t}
 a+ u?

where we redefine « slightly.
d. To simplify, let k = ky, = 1, as in the numerical examples. Then

2
Yl

2’
a+u0

which shows that u — 7y for large uy. Thus, the normalization implies that
stability is independent of ug for u2 > «. The constant « is needed to prevent
the @ equation from blowing up when y,, = 0.

e. Reproduce the plots in the book.

10.3 MRAC to stabilize a first-order system. Consider the system y = ay + u, with
a > 0 unknown. Let the desired stable dynamics be yy, = amym + te, with ap < 0
and u(¢) an arbitrary input function. Define the control u = u; — 6y.

a. Show that the error e = y — y,,, obeys ¢ = ame — (0 — 6%)y, with 6* = a — ay,.

b. Show that V(1) = 1[¢* + %(9 — 6")?] is a Lyapunov function if § = yye.

¢. For uc(t) = up # 0, show that the stationary solution 6(r) = 6*. Why is this
solution not valid for uy = 0?
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d. Simulate the adaptive dynamics and show that the steady-state solution of
Part (b) is reached in the long-time limit. The solution for parameters y =
a = 1 and a, = -1, initial conditions y(0) = 2, y,(0) = 6(0) = 0, and input
u.(t) = 1 should resemble the plots at left. Note that 6 = 0. What happens as
uy — 0?

e. Solve analytically for uy = 0 for uc = y,(0) = 0 and 6(0) = —a. Then show

that ym(f) = 0 and 6(r) = /7 yo tanh( v yot) — a and y(t) = /¥ yo sech( /¥ yor).
Notice that 8(co) = fy yo — a, but y(e0) = yy(c0) = 0: an input signal u(¢) that
vanishes as r — oo will not force § — 6%, even though y — y,.

Solution.

a. The error dynamics e = y — y,, obey

é=ay+ui— 0y — amym — U
=(a—0)y — amym

=(a—6"-0+0")y - anym

am

=dame—(0—-6)y.

b. The candidate Lyapunov function V(¢) = 4[e* + %(0 — 6*)]is clearly > 0 and
= 0 when the error vanishes (e = 0) and the parameters have converged to the
correct value, 6 = 6*. Then, we just need to show V < 0.

3 1 .
Veeét—(0-0
Y
. 1 N
=elame — (0 —-0)y] + —(0—6)0
Y

1 .
=ame® + —(0—6)0 - yye)

Y
= ay € if 6 = yye

<0

= s

since a, < 0. Thus, choosing § = yye ensures that V(¢) is a Lyapunov
function.
¢. For u. = ugp # 0, the equations are

y=ay+up—0y,  Im=amyYm+uo,  0=yyy—ym).
The stationary solution is obtained by setting the time derivatives = 0. Then

Yy=Ym=——, or e=0.

Substituting these into the y equation gives

Uuo
0=a+—=a-ay,=0",
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meaning that the steady-state solution is consistent with the correct param-
eter values. The simulations in Part (d) will show that the solution actually
reaches this steady-state solution. When ug = 0, we are dividing 0/0 and must
be careful. Indeed, the analysis in Part (e) confirms that 6 goes to a different
value when u( = 0.
d. The equations to be solved are
y=y+1=6y,  Jm=-ym+l, 0=y -ym),

with initial conditions y,(0) = #(0) = 0 and y(0) = 2. You can simplify the

numerics further by using the analytical solution y, (1) = 1 —e™.

It is interesting to examine the solution for uy — 0, to confirm numerically
the conclusions of Parts (¢) and (e) that when uy # 0, § — 6*, but when ug = 0,
0 = —a+ +fyyo. Asuy — 0, 6 takes a diverging time to reach 6".
e. When uc(¢) = ug = 0, ym = —a@mym + 0, with y,(0) = 0, which implies y,,(¢) = 0,
too. The equations then simplify to
y=ay—0y=—-(0-a)y=-0y with 0,() = 0(t) — a
6 =06, =yye=7y".
Differentiating the equation for 6, gives
6, = 2yyy = —2y01y2 = -20,0, = —(%0%.
Integrating, we find
01(1) + 63(t) = const
= 6,(0) + 67(0)
=7y, +0
=%
Scaling by defining T = fyyot and 6; = +/yyo 6 reduces the equation to
G +6@=1, 60)=0, = 6(r)=tanhT.
In dimensional variables, 6;(f) = +/yyo tanh /yyot, or
6(t) = —a + +fyyo tanh +fyyot .
We then substitute 8, (¢) into y = —6;y and integrate again, to get

y() = ¥ yo sech(~fy yot)

As discussed, for t — oo, y() — 0, but 6(t) — —a + +fy yo, which depends on
the learning rate vy, the initial state y,, and a. For 6(0) # —a, the limit depends
on that initial condition, too. The important point is that 6(z) /~ 6*.

10.4 Lyapunov function for 2nd-order MRAC. In Example 10.3 the Lyapunov con-
struction works if we observe the full state vector e,, or, equivalently, y
and y.
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1
a. Find a Lyapunov function by showing that @ = (}{) = P =( ? ).

[STE ST[O8)

Show that the adaptation law for 6(¢) becomes 6 = —y(e + 2¢) u.

Why might it be better to integrate the law for § in a practical implementation?
Verify by simulation that the resulting adaptive system is stable for step
commands of any amplitude.

oo

Solution.

a. Here are three ways to find the matrix P given a positive-definite matrix Q.
i. You can show that the Lyapunov equation is satisfied by substituting the
matrices P, @, and A and confirming that

ATP-PA=-Q.

ii. Control software usually has a Lyapunov equation solver built in.
iii. Write P as a 3-component vector and solve the resulting matrix equation.
Once you have found P, you can find the Lyapunov function (with k = 1):

V= % [(e}Pex) - %(9 - 9*)2]

2l aff i) 5e-e)

1(3 1
§(§€2+€é+é2)+5(9—0*)2.

—9

b. From the text, the control is of the form

6 = —yB" Pe, u,

eo=(5):

) (:) u, = —y(e/2 + é&)u,

with

with e = y — yn,. This gives
. 3
o=-y(0 1)(%
2

= —y(e + 2&)uc,

— ol

where we rescale vy in the last step.
c. The problem with the adaptation law

0= —y(e +2€)u.

is that we need to evaluate ¢ = y — y,,. There is no problem calculating the
latter, since y, () is determined by u.(f), which we choose. Thus, we can calcu-
late yn,(¢) either analytically or numerically as accurately as required. But the
observation y(¢) is another story, as taking a numerical derivative will amplify
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10.5

any measurement noise. In this case, integrating the law for § can improve the
situation. Doing so gives

@) = —y [ f dr’ e(t’) + 2e() uc(t) —2 f dr e(t’)l}tc(t’)] ,
0 0

where we have integrated by parts and assumed u.(0) = O for convenience.
Although this law requires the time derivative of u.(f), we know u. exactly,
since we choose it. Thus, we can also compute its derivative i, exactly.
Notice that even though our simple construction from Eq. (10.14) failed, we
nonetheless have found an integral-control-like feedback law that requires
only the observation y(¢), in addition to u.(f), it.(t), and yny(¢), which are all
known exactly. This success hints that a more sophisticated approach can
systematically lead to stable, observation-based algorithms for higher-order
systems. Astrom and Wittenmark (2008) and Slotine and Li (1991) show how
to proceed.

d. Simulating the dynamics confirms the claim. It is interesting to see that drop-
ping the ¢ term in the law for 6 can lead to instability when the amplitude of
uc(t) is too large.

MRAC with unmodeled dynamics. Consider a Lyapunov control for a model
system yy, = knGo(s)ue, with Go(s) = ﬁ where the actual dynamics are given
by Gi(s) = (ﬁ) (ﬁ), and the feedforward gain 6(¢) is adjusted according to
0 = —yuce, with e = y — y,, and command input u.(f) = uy cos wt. Now analyze
the stability of the 8 dynamics by assuming a separation of time scales, y < w,
so that 8(¢) evolves very slowly compared to the oscillation period of the forcing,
T =21 w.

a. By averaging over the time 7, show that 5 ~ —ybk (uc G uc) + vk (uc Gy uc),
where the overline, x = % foT dr x(¢), denotes averaging over one period.

b. Show that 6(7) is unstable when ug Re G(iw) < 0.
c. Show that this happens for the example here when the input frequency w >

Vva.

This method of averaging is widely used to analyze nonlinear oscillating systems.

Solution.
The feedforward gain 6(r) obeys

0=—yuc(y —ym).
Given a sinusoidal input,
Ue = l(uo eiwt +u(*) efiwt) .
2

a. The response yn, () is strictly sinusoidal at frequency w, since it is a linear
equation. The response y(¢) is not strictly at w, since 6(¢t) changes in time.
However, in the spirit of averaging, we take w constant over the time scale of

237



238

Adaptive Control

averaging, and then y(¢) is also sinusoidal. Averaging the equation of motion
for 6(¢) then leads to

5 = —yék (uc Gy uc) + Ykm (uc Gy uc) R

where overline denotes average over 7. Also, yy, = knGo uc and y = kG Qu..
b. Only DC terms formed by e’ x e" ! survive the averaging. This gives, for
the first term,

— 1
uc Gy ue = Eug Re G(iw).
The 6 equation then becomes
0 = —ykhu2 Re Gy (iw) + ykmiu2 Re Goliw),

The first term on the RHS leads to an instability if it is negative. Thus, the
criterion for instability is

ut Re G(iw) < 0.
c¢. Since u(z) > 0, instability occurs when Re G(iw) < 0. For
ui Re G(iw) < 0.

In this case, G;(s) = (ﬁ) (;), and thus

1+s/a
Re G (iw) « Re (1 —iw)(1 —iw/a) = (1 - w?/a),

which leads to the condition that stable adaptation requires that w < +a.

10.6 Extremum-seeking control. Assuming that J(0) — Jy + %J”(Qo)(e — ) exactly,
analyze Egs. (10.18), with k = 50, a = 0.2, wy = 27t X 10, wy, = 27

a. By averaging over the modulation period 27t/wy, show that b ~ —yJ'(6), Hint:
Expand J[6(¢)] to first order in a, filter DC terms, modulate, filter AC terms.

b. Solve Egs. (10.18) numerically and confirm the plots of J(r) and 8(z) in
Section 10.1.2. Investigate the effects of periodically modulating the coeffi-
cient J”.

Solution.

a. For convenience, the block diagram is reproduced below. Recall the equa-
tions,
J©) = J© + acos wyt) modulate

i =—wnn+J high pass

0=—k (acoswot) i demodulate .



Problems

—»J(())—»/_—rl

9J~ v
4 Je— | df «—Xx

v

We proceed through the equations. Expanding about  to first order in a, we
have

J(O) ~ J) + J' (D)a cos wot .
The high-pass filter, with transfer function —*- -
terms, leaving

removes the (nearly) DC

n(t) = J'(B)a cos wot .

The demodulation step is accomplished here by multiplying by a cos wot and
then integrating. (Some implementations of extremum seeking use a low-pass
filter, as is common in lock-in amplifiers.) This gives,

0(t) = —k(a cos wot)y
= —ka*J' (0) cos® wot
~ —1ka®J' ()
= —yJ'(0).

In the third line, we use cos? wot = %(1 + cos 2wpt) =~ %, using the averaging.
The implicit picture (supported below by numerics) is of a slow relaxation
with a small rapid ripple. Mathematically, we need y < wy. Notice how the
unknown J”' () coefficient affects the relaxation rate but not the convergence
of @ (up to the ripple contribution, which is neglected in the final equation).

The above arguments are clearly only heuristic: where we “drop” various DC
and AC terms, we need to more carefully assess their size and influence. More
rigorous arguments draw on singular perturbation theory, as dropping terms
reduces the dimension of the state space. (Singular perturbations occur when
a small term increases the order of a dynamical system, as, for example, in the
WKB theory of quantum mechanics.)

. The plot below is for a “disturbance” 8y — 6y(t) = 8y+aq cos(wqt), with 8y = 5,
aq = 1, and wgq = 27t x0.1. Notice that 6(¢) (solid line) tracks the time-varying
parameter 6y(f) (dashed line) with only a small phase lag while the cost (J)
remains very close to its minimum value (7). Notice, too, that the approxi-
mation implicit in the demodulation equation is reasonable: The § behavior
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really does consist of a slow relaxation plus small added ripple. Increasing the
frequency and/or amplitude of the 6y(¢) disturbance will increase the phase lag
(and increase the small cost oscillations). Increasing k makes the system track
parameters better but also makes the system more sensitive to noise.

Time

10.7 Simplest LS. In Example 10.5, we wrote down the formulas for estimating the

gain of a linear relationship y; = Ouy + &. Here, we simplify further by choosing

Up = 1.

a. Interpret the formulas for 6, £, and P in terms of elementary statistics.

b. Introduce a forgetting factor A, with 0 < A < 1. Assume that observations last
long enough that (1 — 2) > 1. Show that & ~ (1 — ) 3; A"y,

c. Show that the recursive version for & is the moving average given in
Eq. (10.39).

Solution.
a. The least-squares formulas are

Secvki e (D) Yy

Yo XL,ap N

where y is the arithmetic average of the N terms y,. Then

N=DE =580 wye=Y =0 (hye= D 5t =N = > u =57

In other words, &> = £ ¥ (v —¥)?, which is just the unbiased estimate of the

0=

y’

sample variance. Finally, P = ‘% is the variance of the mean.
b. We minimize the weighted least-squares sum

k

= A= 60°

i=1

Taking dg, x> = 0 gives

k
DA G- 002 =0,
i=1

which implies

i k
A 2/1]{ 'Vi k—i
O = —=(1-2 Ay
k=S = ¢ )Zl y
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In the last step, we assume that k is large enough that we can approximate the
sum by extending to oo.
c. The recursive version is then

/l /lk’ly + Vi

~ A1 —/I)Z/l" Sy (1= Dy
i=0

= A0 + (1= Dy

10.8 Recursive estimation of the noise strength. Derive Eq. (10.27). Reformulate the

recursion relation as 50 0 and ék Ek L+ sk for1<k<N,+1. Fork>N,+2,
& N" )fk L+ (= = )‘9k Hint: write the first few cases, for N, = 1.

we have Sk = (4

Solution.
Let’s first write out the first few terms, assuming N, = 1:

2 _ 2., .2
& =618

p» 3-1- 1 1 1 1

&= 31 fz _15§=§(51+52)+283—§( 82+5§)

s 4-1-14 1 2 1

&= 1] &+ 18‘2‘25 2(81+82+e3)+§i 3(81+8%+83+84)

Now that we see the pattern, the general case is

» k—N, 1
N ok
(5% M=) (el

k—N, -2\, 1
() (e e

k—N,—-(k-N,-1)\, 1
( p - )f/% (k=N,—1) (k—Np)<8/%+8i1+"'+‘9/%(kNp2))

k
2
o

k
1 2 2, 2 2
(m)( N4l TE T E + oot SNP+2)

(=

i=

4
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10.9

Notice that in the last step we have set

Np+1
512\/,,+1 = Z 81‘2 ’
i=1
which is the initialization condition for the recurrence relation.
LS vs. RLS. The goal is to compare the ordinary least squares (LS) equations
with their recursive (RLS) counterparts for y; = Ou; + &. Cf. Examples 10.5
and 10.6. To simplify the analysis, choose a step-function input, u; = 1, and let
=1
Show that the LS solution for & steps is O = % > vk, with variance P, = 1/k.
Show that the RLS solution is the same, if you correctly choose P; and 6.
How does altering the step-input amplitude to u; = u affect the convergence?
How does choosing a pulse, u;y = u for k < K and 0 otherwise, affect
convergence?
e. (1) Write a simulation to illustrate that LS = RLS only if the RLS initial condi-
tions are chosen correctly. (ii)) Compare the convergence for step amplitudes
u = 1 and u = 10. (iii) Show that & for a finite pulse gets “stuck” when the
pulse ends.

o o

Solution.
a. The LS solution is 8; = % = % This is the arithmetic average of
k
(V1,2 .., y). Similarly, the variance is P, = # = 1.
k
b. The RLS solution for P is
Py Py
Py =

1+M%+1Pk B 1+Pk,

Iterating this recurrence relation gives

P
P = P _ TP __ P P
MR R T 14 e T+2P 1+kP,

Thus, Py = 1/k for all k if and only if we choose P; = 1 (or &2 if not scaled).
On the other hand, P, — 1/k asymptotically for k — oo, for all P;.
From Py, we can calculate L;,; as
Pavr P _ P
1+M%+1Pk 1+Pk l+kP1'

Ly =

Again, if P; = 1, we have L; = 1/k. For the parameter estimate itself, we have

Oks1 = O + Lyt O — 00
= (1 = Lie1) O + List Y1

=1 il O + il
- 1+ kP, ) T T4kp, M
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If we choose P = 1, the expression simplifies to

~ k \. 1
Ors1 = (m)ek MRl

With this choice of Py, the estimate 6., is given by an exponential moving
average of y;, which is just the result of LS. The corollary, of course, is that if
we make the wrong choice for P; or 6, the two estimates will not agree. How-
ever, the recurrence relations will converge to the same asymptotic solution as
the batch algorithm, for kK — co. Better choices of initial conditions converge
faster.

. Redoing the calculations with u; = u, we find

b, = 2 Vil

= :9+Z§kuk_)9+25k’

TP k

where we substitute for y; in terms of the (unobservable) noise &,. We see that
the estimate is unbiased and that the correction term converges more quickly,
by a factor u. We can reach a similar conclusion by examining the variance:

Thus, & will converge faster if the input signal is larger. The relevant ratio is
{ury/€ in dimensional units.

. If the input is a pulse of amplitude u that lasts until £k = K, the estimate is
“stuck” at its k = K value and does not change thereafter:

Lo g <K L r<k
ék _ ku Pk _ ku '
K i k> K ’ L rsK
Ku Ku

Intuitively, with no new information coming in, the estimate remains what it
was at the last time step where new information was available. This is perhaps
the simplest example illustrating the need for persistent excitation in the input
signal u;. From the formula for Py, we see that for P, — 0, we need uz — oo,
Since u; is bounded (it’s the input), it must not go too quickly to zero as
k — oo.

. The graphs below show simulations for 6§ = 0.5. The top, for different initial
conditions, shows the LS curve (dashed) and RLS curve (solid). The RLS
curve uses the “wrong” initial conditions.
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10.10 Continuous-time recursive-least-squares (RLS). The continuous-time algorithm
is simpler than the discrete-time case and illuminates its structure. For scalar
output y(#), the model is y(¢) = ¢'(r) @ + £.(t), with Gaussian noise (£.(f) &.(f')) =
E25(t — t). If we scale y — y/é. and ¢ — @/é., the loss function x*(0) =
Iy dr [y() - ') 8T

a.

Show that 8() = P(/) fO' dr () y(t), with P71(r) = f()’ dt o(t') ¢'(') mini-
mizes y2. Note that P(¢) is the covariance matrix for the estimate 8(r) (see
Problem A.8.2).

Differentiating the equations for # and P!, derive an equivalent recursive
algorithm. Hint: d, = d,(PP") = 0. Show that d,§ = Ppe and d,P =
—Pp¢" P, with ¢ = y — ¢'8. The parameter estimate 6 changes because of
non-zero innovations &, the difference between the prediction ¢'8 and the
observation y.

Include a forgetting factor A’ by defining x?(8) = fot dr e~V 1) [y(t’) —o(t) 0]
Show that the only change to the RLS equations is to take P = ' P—P ' P.
Derive the discrete RLS equations, Eq. (10.26). Hint: Apply the Sherman—
Morrison matrix-inversion formula, Eq. (A.15), to d,P".

2
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Solution.
a. Differentiating with respect to the vector 6 gives

N _

= fo dr' [y(t') - ') 8] ') = 0T .

We take the transpose and recognize that the estimate @ is really a function
of time because it will change as the length of data collected over the interval
(0, t) increases. Then

[ fo dr so(t')soT(r')} =P '1)0@) = fo dr o) y(t'),

which, on multiplying by P(r), gives the result for .
b. We first establish the identity for $ P~

iIzg(PP—l)z dplprep(Lp)-o,
di”  dr dr dr

so that
. d
P=-P|—-P'|P.
(&)
In our problem, £ P~! = ', so that
P=-Ppy'P.

Then, differentiating the equation for @ gives

do d o
E=E[Pj0‘dtgo(t)y(t)]

=P fo dr' o) y(t') + P (1) y(1)

!
=-Ppy'P f dr’ (") y(t') + P (1) y(1)
0
=—Pp@'0+ Po(1) y(1)
=Py (y-¢'0)
=Pype, 8Ey—goT9.

c. We quickly repeat Parts (a) and (b), modified to include the forgetting factor
e~"". Differentiating with respect to the vector 6 gives

ox? g . N
% - f dtl e—/l (t—t") [y(t’) _ ¢T(t,) 0] ¢T(t,) - OT .
0

Taking the transpose then gives

[ fo dr e~ (p(t')(pT(t')} 0 =P ') = fo dr’ eV o) y(1') .
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We thus have

!

P_l(t) - f dtl e—/l (r-1) ¢(t/) ¢T(t’)
0
’ r 14
— e—/l [f dl,/ e/{ t 9D(t/) ¢T(t/) .
0

Differentiating with respect to time gives

4 p )= AP + () @' (1).

dr
Then,
dp d
— =-P|—-P'|P
dr (dt )
=-P(-AP"' +p¢")P
=AP—-Ppyp'P.

If there is no input (¢ = 0), then P = AP, and P(¢) diverges exponentially.
d. From Eq. (A.15), the Sherman-Morrison formula is

A lwTA™!
1+vTA '’

We apply thisto P =", withA > P, u > g andv' — ¢'. First,

(A + uvT)_l =A -

-1 -1 T
P =P  +T; (‘Pk+1 ‘Pk+1) .
If we now scale time by ¢ — ¢/T;, we can write
_ -1
Py = (Pkl + @i ‘P};H)
Then the Sherman-Morrison formula gives

Pupy,1 o, Pi

Py =P - .
1+, Pipys

Next, we discretize § = Pype:

01 = O + Pri1pps €11
Py oy, Pr
1+ ‘p-]|c-+1Pk¢k+1

_a +(Pk¢k+1(1 + 0 PP _W
= 0

1+, Pipyi

= @k + (Pk - ]¢k+18k+1

Ek+1

=0 + Lisiens
where we define, using the notation of Chapter 8, the Kalman observer gain

Proyy

L= ———.
1+ ¢I+1Pk¢k+1
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Notice that

Pepyr o, Pr
1+ ¢l Pupyi
= Py — L1941 Pr

= (I - Lini@p, ) Pi-

One subtlety is that the innovations & = yr+1 — go{ +19k. That is, the inno-
vations use 6; and not 6;,,. In fact, the issue is mainly one of notation. Our
ga{ ., depend on quantities at time k. Essentially, we are just using the forward
Euler discretization, where all terms on the right-hand side are evaluated at
time k. Physically, the innovation is the prediction at time k + 1 based on the
information available at time k, before the observation at k + 1.

Finally, in unscaled units, we have

Py =Py —

dpi_ e
dr 2
or
T T
P/Zi] — P/ZI i Ts‘PkJrlka — P/ZI i Plr1 §0k+1 .
& &
where &2 = £/T, is the discrete-time variance over T;. The Sherman-
Morrison formula then gives
Poi=P - Pupy ¢, Pr
= o Tkl 7

£+ ‘P-]I;HPk‘pkH .
Similarly,

Piprs
E+¢, Ppryy
10.11 Persistent excitation. Input signals that are not persistent can bias parameter
estimates. Estimate the parameters of the FIR filter y, = bouy + byuy_1 + &, where
& ~ N(0,1). Using non-recursive least squares, find the asymptotic parameter
estimates and associated covariance matrix for time steps N — oo for a step
input (what goes wrong?) and for a random input, u; ~ N(0, 1). See Astrém and

Ly =

Murray (2008).
Solution.
To match up with ordinary least-squares analysis in the form y; = 9010 + &, We
write
7 bo
= N 0 = .
# (Mk—l) (bl)
Then

A 2 Uk Vi ) 1 ( Sup X uk—l)
6=PO'Y=P ., P'= k :
(Z Uj—1 Vi Suku  Lul
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All sums are from 1 to N.

a. Step input (u; = 1). Then

11
-1 _
P _N(l l)’

which is degenerate, implying infinite covariance, which means that we do not
expect the parameters to converge to their correct values in practice. Another
way to understand the problem is that the recursion relation becomes

i = (bo + b1) + &,

so that there is no way to identify by or b; individually. Only their sum is
determined. (Actually, the initial conditions slightly break the degeneracy.)
b. Random input: Using (i) = 0 and (u,f) = 1, we have

Pfl :( Zui Zukuk—l) ZN( <lztl%> (uk Mk_1>) _ N(l 0) '

Sy Yul (upwe—r) ) 0 1
Similarly,
bouy + b1 + &)) bo
oY = Zuk)’k):N(<uk(0k 1Ug—1 N .
(Z Up—1 Yk (-1 (boug + brug—1 + &)) by
Thus,
| No delay R bo
mb b= (bl) ‘
0 i The conclusion is that, for this example, a random Gaussian input is
L a ersistent but not a step input.
p p np
A 10.12 Identification in closed-loop systems. Investigate y;,; = —ay + buy + &, from
Example 10.7, witha = =1 and b = 1 and 1 < k < N. Compare two feedback
1] Unit delay laws: u, = —ky, (no delay) and u; = —«y;_; (unit delay).

b a. Show that the closed-loop system is stable for —1 < « < 3 for feedback without
delay and for —1 < « < 2 for feedback with delay. (As usual, delay limits gain.)

Y 2
h . b. Show that the inverse covariance matrix P~! = ®'® — N ( 0 ~ou) )

—(yuy (?)
c. For u; = —kyy, show that P! is degenerate at large k and hence that the least-
squares estimate will not converge.

| d. For uy = —ky_1, show that P~! is invertible if the closed-loop dynamics is
Two gains
stable.
I £ e. For ux = —kyyy or —k2yx, with 50% probability, show that P~! is invertible.
0 f. Simulate the system and reproduce the graphs at left, showing lack of identifi-
/\’N‘\r\,_a ability for feedback with no delay, convergence with a delay and also with no
delay but two randomly alternating gains.
T Solution.
Time step

a. The roots of the discrete transfer function must satisfy |z| < 1.
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1. For feedback without delay, yi,; = —(a + b«)y; + &. The Z-transform is

_ Yy 1
(z+ta+by=¢ - Gd(z)—é__(z)—z+a+bk,

whose poles are at z = —(a + bk) = %(1 — k), implying —1 < « < 3.
ii. For feedback with unit delay, yi.y = —ayx — brkyi—y + &. The transfer
function is

Z

Gu(d) = 5—,
a(@) 22 +az + bk

whose poles are at

c=t(cax V@ abk) — c=1(1x VI 8).

For x = -1, we confirm z = +1,—%, which is one limit. The other is
found by allowing complex roots, z = i (1 +1V8k— 1), which implies |z| =

1—16(1 +8k—1) = k/2. Thus, the upper gain is k = 2 and we require —1 < k < 2.

b. We have ¢] = (—yx u) and, hence,

N 2 2
-1 _ T_[ XY -2k Mk) N ( o —<yu>)
P ;“”‘“’k (—Zyk w oz )" M eow  wy )

The last identity holds for feedback laws u; that lead to time-invariant
dynamics.
c. For u, = —kyy, we have (yu) = —«(y*) and (u?) = k*(y*), so that

_ 1 «
r! eN<y2>( 2),
K K

which is clearly degenerate (det=0).
d. For u; = —ky,_1, the cross-correlation N{y u) is

N{yu) = ZYk U = —Kyr yk-1 = =Ny y-1) -
k

We can evaluate (yy_;) by multiplying the closed-loop dynamical equations
by yx, summing over k, and using the time invariance of the dynamics. Thus,

D vy =—a Yy ¥ = bk >y +;§4,
k k

Gy =-a(y’) = bk (yy-) .

which implies

a
1+bk

-1 2 1 IZZK
P - N<y > ak 2 ’
T+ K

(y?), and the inverse covariance matrix is

Solving gives (yy_;) = —

249



Adaptive Control

whose determinant is
2

2/.2\2 2 a 2/.2\2 2 1
Y 1= (i) |- et 2 () |

The latter expression is for a = —% and b = % The determinant thus vanishes
only for x = —1, which is also the stability limit. Since it will be close to zero
as k — —1, we expect greater and greater fluctuations in estimation in this
limit. By contrast, the variance stays finite for all k > 0, even as the upper
stability limit (x = 2) is approached.

e. For uy = —ky yx or —k; i, with 50% probability, we can write

2
uy=- T(Kl +K2).

On the other hand,

-,

2
Thus,

_ N 2 K1 + Ky
pl Ny o .
- 2<y>(/<1+/<2 K%+K§)

and the determinant is (%(yz))2 (k1 — k2)?, which vanishes only when «; = ».
A geometrical interpretation is that when « = «q, the linear combination a+bk;
is fixed and equals, say, c¢;. The locus of points (a, b) satisfying a + bk; = ¢,
determines a line of slope —«; in the a-b plane. Similarly, when « = k,, another
line, of slope —«; is also determined. The intersection of the two lines gives a
unique point in the a-b plane. See below.

10.13 Colored-noise. For x; = Ox;_1 + & + a&y_1, with (&) = by,

a. Find (x?y and (x x_;) by following the suggestions in Example 10.8.

b. Simulate the system with & = 0.5 and a = —0.5 and analyze by RLS on the
raw and filtered signals. Make plots such as the one shown in Example 10.9.

¢. For unknown a, implement the extended RLS scheme from Example 10.10.
Show numerically that # — 6 and @ — a unless a = —6. Why does that case
not work?
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Solution.

a. Causality implies that (x;_; &) = 0: the past state does not affect the present
noise. Then, with (f,f) = 1, the covariances are as follows:

X & x)=0+1+0=1

X &p-1 (x-1)=01)+0+a(l)=0+a
X Xp: <x2>=9(xx_1)+1+a(9+a)
X Xg—1 - (xx,1)=6<x2>+a

There are two coupled equations for (x*) and (x x_):

1 -6 (x?) _(1+al@+a)
-0 1) Wxxy)) ™~ a

Y1 (1 6\ (1+a@+a)
(xx_py) T 1-62\6 1 a

1 1 +2a8 + a*
1-62\@+a)(1 +6a))"

b. The filtered signal for x is determined by x{ + ax! | = x;. We substitute this
into x; = Ox;_1 + & + a&y_1, which gives
x,f( + ax,fH = H(x,fH + ax,fﬁz) + & +aéir .
Then we can isolate at times k and k — 1:
xi = Qx,i_l + &
ax,fcf1 =a (Gx,f(f2 + fk_l) .

which must both hold and are in fact the same equation, just shifted by one
time step. This new equation has a white-noise source.

c. Code is similar to previous section, except that no filtering is needed. We
insert the estimate for &_; into the ¢ vector. When a = -0, we have that
Xp — Oxp_1 = & — 0&,_1, so that x; = &. Thus, the inverse covariance matrix

2 & 11
Pl X X-1é 1) SN2 ( )
k ; (Xk1§k1 & < > 11
is degenerate and not invertible. In the spirit of Problem 10.11, if we replace

the Ox;_; term with 6uy_;, we can say that u; = x; is not a persistent input. On
the other hand, changing it slightly—e.g., to u; = x—; solves the problem.

10.14 Brownian particle with noisy observations. We seek to trap an overdamped par-
ticle diffusing in a liquid and measure its mobility and diffusion coefficients. In
1d, the position x; = x;_1 + uuy + vi. The measurement y, = x; + &, reflecting the
finite resolution of the microscope. The mobility is u, the input u;. The Gaussian
noise terms have (v v¢) = v*8 ¢ and (&ér) = €5 k. The variance v* = 2DTy, with
D the diffusion coefficient and T the sampling time.
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a. For instantaneous observation-based feedback, u; = —aqyx, eliminate x to
find an equation for y and the noise. Find the correlation functions (y*) and
(yy-1) and use them to show that the least-squares mobility estimate g =

ull + (12;;(35], where @ = pag and & = &/v2. The estimate is biased for

£ £0.

b. For u;y = —ag yr—1, show that ji = u for all £&. Why does delaying the feedback
eliminate the bias? (You need not solve for (y*), (yy_1), and (yy_») to find f1.)

c. Use RLS to estimate u recursively. Check that i converges to a biased value
(calculate it) for no-delay feedback and to the correct value for unit delay.
Include a recursive estimate of v2, based on Eq. (10.27). Why is #” biased
when g # u?

d. For & = 0 and known y, show numerically that choosing @ ~ 0.47 minimizes
the position variance, with (y*)min ~ 2.4v?. For unknown u, combine the RLS
and simulation codes. Then try to adaptively control the particle variance by
choosing the gain (ag);, = 0.47/4;. Why does this algorithm fail? Propose a
simple fix and then compare the observed variance with (y*)mix.

Solution.

a. Substituting x; = y; — & and calculating covariances, we have

Vi = (1 =)yt + Vi + & — &

X Vi@ (yv>=0+v2+0—0=v2

X & Y& =0+0+&-0=4

X & Géy=(1-a)é;+0+0-& = —aé;
X i : (P) == oy)+7* + & - (-a&)
X Vit : Gy =1 -a) () +0+0-4&.

The coupled equations for <y2> and (yy_;) are

( 1 —(1—a))((y2>)_(v2+(1+a)§g)

- 1 Jloyn) U -8
((ﬁ))_ 1 ( 1 1—a)(v2+(1+a)§§)
Gyn) Q-aal\l-a 1 -£&

1 ( V2 +2a8] )

- Q2 - \(1-ap? - (1255

Finally, the least-squares estimate for u is
= (i) (O% = =1 (=Yk-1))
@ (i)

:( 1 )(y2>—<yy-1>

@ o)
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(L)“<y2>+§§

@ <y2>

& . §ER-aa [1+(2—a)§2]
a0 (? " 0P+ 208D 1+2a8 |

which is biased (i # p) when &2 > 0.
b. For delayed feedback u; = —aq yx—1, the covariances are

=,U+

Yk = Vi1 — @Yk—2 + Vi + & — i

X Vi G =0+0++0-0=1

X & : G =0+0+0+£-0=¢

X & Y€)= +0+0+0-£=0

X e () =y —aGy )+ +& -0
X Vit : Oy =0 ey +0+0-£

X Yoo : Oy2) =@y -a(y?)+0+0-0,

The coupled equations for <y2>, (yy-1), and (yy_,) are

1 -1 a <y2> v2+§g
-1 1+a Of|ly-|=| -&
a -1 1)y 0
<y2> 1 vi(1 + @) +2a§3
Oy = V2 + a?E]
a(l—-a)2+a
(yy_s) ( X )vz(az+a—1)+cxz§§
2 1+a+22(;z§~'2
= 1+ a
ol -a)2+a) a2+a—li02§2

The least-squares estimate for p is
. (i) (O = Yi=D(=Yk=2))
2
@ (i)
_ (L) Gy-1) = ya)
@ %)
But we can substitute directly (yy_,) = (yy_1) — <y2> to get
o)
H ao (y*) :
Notice that this result is independent of the noise-correlation terms, and we
did not need to solve for (y?), etc., to find /i and to show that the estimate is




254

Adaptive Control

unbiased. Intuitively, the feedback has been delayed long enough that it does
not correlate with any of the noise terms. Thus, the (yy_,) equation does not
involve any noise-correlation terms.

. To estimate v?, we can calculate the innovations & = y, — yi_1 — fug_y. 1If

o = u, then & = vy + & — &1, implying that $? = (¢?) —2£3. From Eq. (10.27),

0 k=0

Ve = 1’7](_1+8i k=1{1,2} .
()0 + ()2 k=3

But when f is biased, we cannot correctly subtract the deterministic parts of
the motion to get the stochastic residuals. For feedback without delay, we can
calculate the bias in ¥ directly:

&k = Vi — Yi-1 + QY1
=Yk = Vi1 @Y1 + Aa Y

=V +& =&+ Aayir,

where Ao = & — a. Then

() =2 4285 + (Aa) () — 2(Aa) (¥¢)
=2 + 260 + (M) () - 2(A)é5 .

In Part (a), we derived that Aa = £/ <y2>. Thus,

7 = (e?) =265 = + (A)E} - 2A)E]
=V’ - (Aa)é} .

Thus, the bias in /i (or &) leads to a bias for 92, as well.

. For & = 0 and known g, the variance is

1+«
() = V2cx(1 “oC+a)

We minimize the variance by setting d, <y2> = 0. This gives the cubic equation
A +20+a-1=0,

whose real solution is @* = 0.465571 ~ 0.47. The corresponding minimum
variance is <y2>* =2.38898 V> ~ 2.4v2.

For unknown g, if we impose (ag)r = 0.47/f, then y; diverges because the
initial estimates of u are bad enough that the (@), correspond to unstable
dynamics. (Recall that the dynamics are stable for 0 < @ < 1 and that a =
apu.) A simple solution is to use a fixed, “safe” gain for the first K time steps
and then to use the value based on the adaptive estimate. Empirically, K = 10
works well for 0.1 < u < 10.
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Once divergences are prevented, the estimate i converges to within 10% of
u in typically < 100 time steps. The variance curve (y*)(a) is broad enough
about the minimum that there is negligible performance difference between
the case with known p and that with unknown p. Of course, by using an opti-
mal condition (minimum variance) as our goal, we minimize the sensitivity
to deviations between the estimated parameters and their true values.

10.15 Colored noise subtleties. From the Wiener—Khintchine theorem, colored noise
with temporal correlations has a non-flat power spectrum. A white-noise
sequence &, with (& &) = by, that is filtered by a rational transfer function
C(z) has an output power spectrum density ¢(w) = C(e'“"*)C(e~'“T%). Conversely,
under reasonable conditions, a measured power spectrum can be approximated
by the output of a linear system H driven by ideal white noise (Astrom, 2006a).
Use this representation to show that if a noise source characterized by C(z™', a)
in the z-domain has zeros at a which is outside the unit circle in the complex
z-domain, then the power spectrum of C(z~!,a™") matches that of the original

function. Ilustrate for C(z™") =1 —az™".

Solution.

This problem is longer to state than to solve! The power spectrum is, with
z = e“ls, equal to C(z) C(z™"). Now, if C(z) has a zero at z = q, it is clear that
C’(z) = C(zY) has a zero at z = 1/a. If [a| > 1, then |a~'| < 1. For the example of
C(@x) =1-az"',C(z) = 1 — az has a zero at 1/a, as claimed.

Also, the power spectrum of C’ is C(z™!) C(z), which obviously matches the
power spectrum of C. In effect, every stable response function has an unstable
counterpart with identical magnitude plot vs. frequency response (but different
phase response).

10.16 Estimate mobility of a trapped particle by correlation methods. We use the cor-
relation method to study the case of a diffusing particle with unknown mobility,

from Example 10.12. Use steady-state statistics (i.e., assume that you analyze a
long time series where any initial or final conditions can be neglected).

a. Set up the problem (e.g., define all estimators, etc.), including the effects of
measurement noise (v, = xx + &, with (& &r) = €28 10).

b. State carefully the simplifications that occur if &2 = 0.

c. Derive Eq. (10.47) for the innovation correlations, assuming &2 = 0.

Solution.
a. The equations for the physical system are
Xir1 = Xg + Uy + Vg, up = —afy,
with (v ve) = v*8¢ and (& &) = €25 k. With 4,1 = &, ,, the estimators are

o . , . — .
Xy = F + puge X1 = Xy + LOks1 = Pas1) -
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b. When the measurement noise &> = 0, then y; = x;. From Chapter 8, we
also know that the steady-state Kalman gain L will tend to 0. That is, with
no observational noise, the best estimate we can make is to use just the
measurement and not at all the prediction. Then

V=% =X
and the prediction %, | then becomes
Ry = X+ 1w
The innovations are
==Y =xx— X =ep.

That is, the innovations are the same as the state error in this simple example.
More generally, they are not, and are even vectors of different dimension,
since the dimension of & equals the number of simultaneous measurements
and the dimension of e is the number of state-vector elements.

c¢. Using the simplifications from (b), we write the recurrence relation for the
innovations as

Eprl = Xpa1 — X
= (X + pug +vi) = (g + 1y

(= 1w + vy
+(AW) ax; + vy .

We can now calculate the correlations:

(&rre &1) = ([(A) axpse + Viee] [(Ap) axy + vi])

small

0 0
= (ARaRT 70) + (DK V) + (AT + (V)

~ (A {Xire Vi) -

We evaluate successively the correlations (xg.¢ vi):
(ke ) = (1= g evgy 2 07) = v
(o2 ) = (1= @)t 1) + 7Y = (1 = apy?
(o ) = (1= a2 ) + e = (1= a2

O Vi) =---=(1 - au)f—l 2
Thus,
(Exsc €1) = (A (1 — o)™ + O(AL?),

which vanishes when the correct mobility is used to make predictions.
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10.17 LMS and a variant. Explore the system from Example 10.13.

a.

b.

d.

Implement the standard LMS adaptive filter, and reproduce the associated

plots.

Let u; ~ N(0,u4?). Keep y = 0.1. What happens as the input amplitude u
increases and why? Plot RMS convergence error vs time, for representative
values of u.

. The normalized LMS (n-LMS) algorithm is 8,1 = 0 + y(—%—)(yx — <p{?)k).

k
a+e)

Justify the algorithm when a = 0. Why add the small parameter «?
Explore n-LMS convergence. Try changing the input level.

Solution.

a.
b.

See book website for code.

For v = 0.1, as the amplitude u is increased, the error decay time decreases
until about u = 1. Then it first becomes unstable to noise (less averaging in
the 1000 trials done here). Then at about u = 1.8, it becomes unstable.

This value is lower than the prediction from the stability-limit given in the
text. That limit would suggest um.x = 1/ \/Z/ ~ 2.2. The difference results
from using the variance of the u; series to approximate the actual values of
the 4 previous values uy, w1, g2, ux—3. The fluctuations help build up the
instability in the b coefficients.

See graphs below, labeled with the value of u.

(RMS error)
S
|

10 100 1000
Time Step
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C.

“Bottom-up” argument: In the text, we argued that the stability limit is

Here, we simply rescale y — ¢T7<p . We then add the @ term to prevent the

kK ¥k
possibility that noise on small inputs leads to a y that is too large.

A “top-down” argument starts from Eq. (10.49). To derive the ordinary LMS
algorithm, we made the approximation
Py
— Y
1+ ¢ Prp,

From the batch LS algorithm, we know that

k
P;ZI = Z‘Pi‘PzT-
i=1

We now assume that the go{Pkcpk term in the denominator leads to a roughly
constant numerical factor y = 1/(1 + QOZPktpk)- In the nurlnerator, We approxi-
mate the covariance with just the last term in the sum, P, ~ ¢, (p-]E ~ ((p-][ o)1,
we have

_ Pk -1
Pl~qipp - —zVPk“J’(‘PLPk) I.

The approximations turn out to be reasonable if the eigenvalues of the full Py
are not too unequal.

. Now, since numerator and denominator are O(u?), we can use arbitrarily large

values of the input. For small values of input, the behavior will revert back to
the ordinary LMS algorithm, with an effective learning rate of y/a.

10.18 Feedforward control using LMS. In the simplest architecture for adaptive
inverse feedforward control, shown at top left, the LMS algorithm does not
converge.

a.

The reversed configuration, shown bottom left, does converge, as suggested
by Example 10.14. Implement and make a version of the figures in that
example.

Consider the more elaborate scheme depicted below. Why should it work?

Vo Sy output

Simulate the above example, showing that you can control the system.
Add a disturbance v ~ N(0,v?) and show that the above LMS scheme con-
verges for small disturbances but not for large ones. An even more elaborate
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scheme — copy the system and find the controller offline — is needed to both
follow a reference and compensate for a disturbance. See Widrow and Walach
(1996).

Solution.

a. See website for code.

b. In the absence of the disturbance v, the right-hand part of the scheme is the
same as in part (a). The difference is that we put the reference through the
current estimate of the filter and use that filtered signal as the input to the
system-controller combination of (a). Now we both use the LMS algorithm
directly on the controller output and we run the input through the controller
before it enters the system.

c. See website for code.

d. The appearance of the controller K and its copy K accentuates the nonlinear-
ity. Below, we see that there is a subcritical bifurcation as a function of noise
strength v. We have noisy convergence up to v = 0.24 and collapse to zero
for the filter coefficients for v = 0.25. The threshold levels are stochastic. We
illustrate below the convergence (or lack thereof) for different values of v.

v=0

FIR coefficients

71 v=0.25

e

T 1 1 1
10’ 10 o’
Time step
10.19 Feedforward with preview. Adaptive feedforward filters can have zero-phase-lag

output. Of course, to obey causality, you need to know the reference signal in
advance. If the desired waveform is periodic, then you do. We use the feedfor-
ward architecture from the previous problem, without disturbances. First, shift
the desired reference N steps into the future. Then track this reference with a
delay of N steps.
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a. To understand the timing, let the G dynamics be a simple delay of A. Let
the reference be a square wave. Your code should find that the required
feedforward filter is zero, except for the “advanced weight,” which is one.

b. Next, filter the reference to avoid aliasing. The figure below uses a binomial
smoothing filter with n + 1 = 51 coefficients (or “taps” ), with weights 2‘"(2).
The filter is symmetric (acausal), to follow the reference with no phase shift.
Use a square wave (dotted line) as input to generate the filtered reference
(dashed line).

c. Input the filtered reference into an LMS algorithm, using the timing from (a).
Reproduce the figure at left, for y, = (1 — a)yx—1 + auy, with a = 0.1 and a
21-tap LMS filter. The learning rate y = 0.05, and A = 10. The input (heavy
line) leads the output so that the phase-shifted output is centered on the ref-
erence. Filtering the reference with more taps reduces the required amplitude
for u.

Solution.

The coding is straightforward in principle, but the numerics easily blow up.
Using smaller y can help, as can smaller number of coefficients for the LMS
filter. See adaptive filtering books, e.g. Widrow and Walach (1996), for tricks to
make the numerics more robust.

10.20 Learning an unknown charge. One step in the reinforcement-learning example

of Section 10.4.2 is to parameterize the knowledge of the unknown charge gained
from observations x; and inputs u;. In particular, given the diffusive dynamics of
Eq. (10.60), use Bayes’ theorem to prove the update law ;.1 = 6 + (X1 — X))
stated in Eq. (10.63). Hint: show that you can write %(1 +Br) = %.
You might want to start by showing the formula works for k = 1, given that

6o = 0.

Solution.
Using Bayes’ theorem, we can write, with x* = {x, x._1,..., X0} and Py(b) =
P(blxh),
L uy, b) Pr(b
PO up) = DP(Xer 11Xk, ug, b) Pr(b)

P X1k, ug)

_ P(Xps 11Xk, U, b) Pr(blxk)
PXkit Xk, e, b = 1) Pi(b) + p(otier X, g, b = —1) Pr(=b)

The likelihood function

POt 16, Ui, b) o< exp [ (ot = ¢ = bug)?]
As suggested, we parametrize Py(b) by

exp(bby)
exp(bby) + exp(=b6y)

P(b) =
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We also follow the hint and compute first the k = 1 case, given k = 0 and given
P(b = £1|xp) = 1. Then,

1 1 2
5 exp [—5(x1 — xo — bup)
P(blxy, xo, tp) = fexel -3 ]

1 exp [—%(xl - X — buo)z] + 1 exp [—%(xl - Xo + buo)z]

_ exp(bAby)
"~ exp(bAbp) + exp(-bAby)

where Ay = (x; — xo)up = 6;. We have cancelled factors of 1 and exp[—1((x; —
x0)? + u3)]. This proves the formula for k = 1.
For general k, the proof is similar:

exp =3 (xeer — x¢ = bu)?| Pe(b)

PO ) = 1 i
exp [_j(-xk+1 - Xp — buk)Z] Pk(b) + exp [—E(Xk.'.l - X+ buk)z] Pk(_b)
B exp(bAb) Pr(b)
~ exp(bAb;) P(b) + exp(—bA6y) Py(=b)
But

exp(+boy)
exp(b6y) + exp(—b6;)

Py(xb) =

Substituting Pi(+b) and cancelling the denominator then gives

exp(bA6y) exp(bby)

P b k+1’ —
(bl 1) exp(bA6y) exp(bby) + exp(—bAb) exp(—bb)

_ exp(bbis1)
exp(bbi+1) + exp(=bbis1)

where
Oks1 = Ok + ABry1 = O + (X1 — Xp)ug -

This proves the requested update formula for 6.
10.21 Control of a diffusing particle with unknown sign of charge.

a. Derive the single-stage optimization results in Egs. (10.64) and (10.66) by
averaging over both b and v; and using the equation of motion for x;.

b. Show that J* = 2+min[(1+R)uj - #5251, with f. = ((vouo)?® tanh®(voxuo)o)y,.
up

c. For large R, assume that u is small. Taylor expand to show f ~ 3u§ - 4ug.
Deduce Eq. (10.68) and the expression for uy.

d. For small R, assume 1y > 1 and show that (u%)* ~ —% In R, dropping constants
and logarithmic corrections. Hint: show, for x > 1, that tanh? x ~ 1 — 4e~2",

e. For By # 0 (partial knowledge of the sign of the charge) and xy, # 0 (biased
initial position), show that the bifurcation is biased by the analog of an exter-
nal field equal to 28yxo. Why must By and xy both be non-zero to have a finite
field?
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Solution.
a. The one-stage cost-to-go function is
N Bru) = (G + Rif),
2
(X] + bu] + V]) +Ru1>b
(x1 + buy +vy) > +Rul

=
=
( A ) (xp +up + v1)2>v + (%) <(x1 —up + V1)2>v +Ru
=

1_
) 1+u1)2+( Zﬂl)(xl—u1)2+Ru%+l

+R)u1 + x1 +2B1x1u; + 1.

Then

oJ; Bixi
=L =2(1+Ruy +2, = = ==
n ( Yuy + 261 x u; TR

Substituting u; into Jy(x;, 81, u;) gives

JiGe, Br) = Ji(x1, B, uy)
= (1 + R} +x7 + 2B1xqu} + 1

—(1+R)(’8‘x1 ) + 22— 2,81x1(ﬁ]+x1]e)

1+R-p?
- 1+R

b. Starting from the logic given in the text or, more formally, from the Bellman
equations, the two-stage cost-to-go function is given by

J* = min [Rug + (11 BV 6| -
0

x%+1.

In principle J* = J*(x0,80), but the problem specifies xo = 8o = 0. We use our
result on the one-stage problem to proceed. Defining Jo(up) by J* = minimum
of Jo(up) over ug, we have

Toug) = |Rug + (J1(x1.B1)) s, g, o |
1+R-p?
= Rué + —'le% +1
1+R bove
1
—p2 a2\ 2 2
= Rug + <x]>b,v0 Y <xlﬁl>b,v0 +1

We use (x7) = ((bug + vo)*) = ug + 1 and also By = tanh §;, with 6; = xjup =
(bu() + Vo)up. Then,

f(uo)
1+R’

Jo(ug) =2+ (1 + Ryuj —
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with
fao) = (157,

= ((buo + V())2 tanhz(buo + Vo)u0>b
Y0

1
= E <(u0 + V0)2 tanhz(uo + vo)ug + (—ug + V0)2 tanhz(—uo + v())u0>v .
0
In the last line, we carry out the average over b, recalling that at stage 0, we
have By = 0, so that we just have to use a factor of % for each case.
. For small R, we assume we can Taylor expand about uy = 0, using tanh x =

x — 1x* and thus tanh® x ~ x* — 2x*. Before averaging, we have

2
Fluo, vo) = vy ug + (61/3 - 31/8) Uy +0@sf) .

Recalling that (vj) = 1, (v) = 3, and (v§) = 15, we find f(uo) = 3ud — 4uj.
Then substituting into the expression for J, gives

S(uo)
1+R

Jo(uo) =2 + (1 + Ryuj —

=2+((1+R)— 1iR)u

SN
+
—_—

—_

+ | &
=
~——
<

S B

We find the value of u;, by solving

0Jo

- _ 3 8 V(o)
0_u(2) _((1+R) 1+R)+(1+R)(u0) =0,

which gives

3

o mr-(+R)  2-2R-R?

(uo) - 8 - 8 :
1+R

The roots u are real for R < R* = V3 — 1. Otherwise, the minimum is at
u* =0.

. In the small-R limit, we assume u(z) > 1. We use the asymptotic expansion

—_x\2 _2x\2
ef—e™ 1] —e™*

tanh® x = = ~1-4e,
e¥+e l+e 2

Repeating for —x leads to

tanh® x ~ 1 — 42

Then, assuming that uy > vy, so that tanh(ug + vo)ug = tanh u%, we have

1
f(u()) = E <(M0 + V0)2 tanhz(uo + vo)ug + (—up + V0)2 tanhz(—uo + V())Lt()>
Vo

1 2 2.2 2 2.2
~3 <(u0 +vp)~ tanh” ug + (—ug + vp)~ tanh u0>m

~(1-4e76) (w3 +1) .
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Then, since R < 1 and uo > 1, we have

S (uo)
1+R

Jo(g) =2+ (1 + Ryug —

1 1 4 2
~2+(1+R- 2 + “20 (12 + 1
( 1+R)u0 1+R"1+R" (uo )

)
~1+R+2Ru} +du} e .

Taking the derivative with respect to u? gives

oJ
—0 2R+ (4-8ud) e ¥ ~ 2R - 8ud e = 0.
6(14(2))
Then
R . .
R () e,
implying
4 - L .
In R 2(uy)" + logarithmic corrections,
Thus,

uy ~ iw/—%lnR,

The approximation is relatively crude, as we drop the In2 inside the square
root as well as the logarithmic corrections. But these have only a small effect
on the final result.

. Now we start with the particle at xy and an initial knowledge of its charge Sy.

We re-evaluate Jo(up):

1

Jo(ug) = Ru + (x%)m TR

<x%ﬁ%>b,vo + 1

Now, the average of x% is given by the same expression we derived for stage 2
when picking u;.

<xf>bv = <(x0 + bugy + V0)2>b = xg + u% + 2Boxoup + 1
2092
The average of x{8 is

f(uo, x0, o) = (x%’g%>b

V0
1
= E <()C0 + ug + V0)2 tanhz(uo + vo)up

+(xo —up + VQ)2 tanhz(—uo + Vo)uo>
Yo
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By inspection, we can see that the lowest order terms are O(ug). Thus, the aver-
age will give higher-order corrections to the field O(). In fact, a calculation
using symbolic algebra gives

Sf(uo, x0,B0) = (3 + x(z)) ug + 6x0,80u8 - (4 + xS) ug .

Putting together the averages, we find the modified “free energy” to O(ué):

3+ x2 6x 4+ x2
Jo(uo)z(2+x§)+(2[?0x0)u0+(1+R— 1+R(’))ué_(1 iﬁg)u3+(l+£]ué.

The linear term in u, implies an effective field 28pxy. (Actually, this is all

the question asks for. We did not need to calculate the higher-order terms.)

The field leads to an imperfect (symmetry-broken) bifurcation. The field-free

critical point is now at R* = /3 + x(z) — 1. Thus, starting at x; increases the

value of R where it becomes profitable to use control: since we need to move
the particle, it can be worth it to exert control even if it is relatively costly.

The question also asks why both 8y and xy must be non-zero. Let us consider

what happens if only one of the two is zero:

e xo =0, By # 0: Imagine, for simplicity, that 8y = 1. If we start and want to
end up at the same point, it does not matter which direction we push the
particle.

e By =0, xp # 0: We know which way we want to move. But if we try to push
the particle in a particular direction, there is a 50-50 chance it will move in
the opposite direction. Thus, again, it does not matter which direction we
choose.

On the other hand, if we know which direction we need to push the particle

(x0 # 0) and if we know something about the sign of the charge (By # 0), then

there will be a preferred direction (sign) for uy. This is the meaning of the

external field 28xg.

10.22 Multi-armed bandits. Consider n slot machines (“bandits”), each paying a
reward J; ~ N(Q?, 1), with average payout 0¥ ~ N(0,1): On average, some
bandits pay out, while others take money. Given an infinite number of trials, we
could determine the payout of each bandit precisely and then play the best ever
after. With a finite number of trials, we trade off finding the best bandit with
having time to play it. Here, we play 10 bandits 1000 times, repeating for 2000
Monte Carlo trials. We explore different strategies, with the goal of reproducing
the figure at right. The estimate of the average payout Q,((i) of bandit i at time k

averages the payout over the ng) times it has been observed at time step k. The Prob.

) = e=0.1
estimated variance of bandit i at time k is &;> = 1/(times played). The largest Q;') & e=001
defines the “best bandit™ at time k. 3 e

o

a. e-Greedy. At each time step, pick the best bandit with probability 1 — € or 100
another at random with probability e. Three curves are shown here (e = 0, Rlaye
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the greedy strategy, and € = 0.01 and 0.1). Notice that the ¢ = 0.01 curve
learns more slowly but will eventually surpass the € = 0.1 curve. Why? To
maximize the fraction of times we play the best bandit at k = 1000, what is
the best value of €?

b. Probabilistic. At each time step and for each bandit, draw the random number
pi ~ N(Q;,&)). Play the bandit with the highest p;, Why might this be an
effective strategy? (The rule differs from the typical Boltzmann rule but works
better here.)

The optimal solution (Gittins) is complicated. Can you improve our heuristic
one?

Solution.

See website for code.

a. For the e-Greedy strategy, the best value of e (for maximizing the probability
of choosing the truly best bandit at time step k = 1000) appears to be roughly
€ =0.07.

b. In the probabilistic strategy, if we neglected the standard deviation, we would
simply be playing each bandit with a probability proportional to its estimated
payout. Drawing from a distribution means that we have a greater chance
to explore more poorly known alternatives. We can check that omitting the
term (or even changing the proportionality constant in front of the variance),
makes the behavior worse.

10.23 Training a recurrent neural network can be hard. Consider a toy RNN, x =

—x + tanh(wx — 1), with constant input (# = —1) and output y(¢) = x(¢). Train it
by tuning the parameter w, with the goal of minimizing the value of the steady
state xg = x(f — o0). Show that the cost function J(w) = min, (xgs) has the form
at left. Thus, since reasonable cost functions can have discontinuities, training
algorithms that perturb coefficients locally can have problems (Doya, 1992).

Solution.

The fixed points are given by solving x = 0, which leads to the algebraic
equation,

x = tanh(wx — 1).

The graph below plots the left- and right-hand sides, for w = 2, 2.56, and 4. The
fixed points are given by the intersection of the tanh curve with the dotted line
y = x. We see that there is a saddle-node bifurcation at w ~ 2.56, where the
system goes from one to three fixed points. Since the goal is to have the smallest
steady state, there is a discontinuity in the associated cost function because of
this bifurcation. Such behavior is typical when training the internal network
connections of a recurrent neural network.



Problems

As mentioned in the main text, the reservoir computing scheme skirts this
difficulty by using fixed, random connections and training only the output layer,
Weu which is a convex problem with a simple, easy-to-find solution.
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11.1 Gain scheduling for a linear system. Consider an oscillator with mass m and
transfer function G(s) = (ms> + s + 1)\

a.

b.

For m = 1, find a PID controller K(s) = K, + Kj/s + Kqs such that the closed-
loop transfer function between reference and output 7'(s) = %ﬂ

Given K(s) from (a), find the closed-loop transfer function 7,,(s) for arbi-
trary m.

Calculate the step response numerically for m = 0.2, 1, 2, and 5. (Compare at

left.) Note that the response is more robust for smaller than larger masses.

d. Show that the closed-loop response goes unstable at m = 4.

Given the mass m, design a “gain scheduled” controller kp,(s) such that T'(s) =

ILH. This controller produces a nice step response for all (known) masses.

Solution.
a. Wehave T = {2~ Solving for K gives
o TG
K(s) = o
() =G 1= TG)
1
=G!
T-1-1
= (s2 +5+ 1) _
GrD-1
s4+s+1

>

s
which is a PID controller with K, = Kj = Kg = 1.

b. If the mass is now m but the controller is for m = 1, the closed-loop transfer

function will be T(s) = {2&-, with
sc+s+1
G = — K = —,
() ms?+s+1 () s

Simplifying the algebra leads to

sSZ+s+1

T(s) = .
) ms3 +2s2 +2s+ 1
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. The step response is based on T'(s) as found in the previous part. Remember

that the controller is fixed to be K(s).

. For m = 4, the closed-loop denominator is 4s* + 25 + 2s + 1. We verify that

this factors as (2s + 1)(2s> + 1), which implies a damped pole at s = —%, and

two poles s = + iw on the imaginary axis (marginal stability), at w = \/LE

. To make a loop transfer function L(s) = 1/s, choose K(s) = (ms*> + s + 1)/s,

which corresponds to keeping K, = K; = 1 and choosing K4 = m. As a
practical note, noise will make the system will be harder to control at large m,
since the derivative term will become large and since that term amplifies the
effects of noise.

11.2 Gain scheduling for a nonlinear system. Analyzing a nonlinear system locally can
improve control.

a.

Integrate Eq. (11.1) numerically to reproduce the step plots shown. The PI
gains are K, = K; = 0.5. Hint: differentiate u(#) and integrate the system

(@), u(®)].

b. Derive the linear system by expanding about the steady-state solution at r.

Show that choosing K, = K; = 0.5/+/r makes the transfer function of the

resulting linear system between r and y equal to (H%)z

. Redo the numerical integration of the nonlinear system for this choice of

gains and show that the response time is now independent of r (see dashed
line at right).

Solution.

a.

The coupled system of equations is

yEoy+ut, =Kyt Ki(r-y).
These can be integrated numerically by any convenient routine. Note that
some programs will require you to solve the equations explicitly for y and i.

We linearize using y = yo + y1(#), u = ug + uy(¢), and r = rg + r1(t). The
steady-state solution for set point ry is yo = ro and uy = +/rg. The deviations

obey
L 0)d () _ (=1 2+ [ 0
& 9402 2o

Some programs can directly handle such a descriptor state-space description.

Others will want you to solve explicitly for y; and i;. We can do this easily by
inverting the left-hand matrix and multiplying through. This gives

d () 2 -1 240\ 0
5(u1) - (—Ki+1<p -2K, \/r_o)(u])+ (Ki) ri(f).
~——

A B

Amplitude
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The corresponding transfer function from r; to y; is found either using
control software or by G = C(sI — A)™'B, with C = (1 0):

ZKi\/V_()
2Ki\ro + (1 + 2Ky \fro)s + 52

Notice that G(s = 0) = 1, implying that steady-state perturbations go to

y1 = r1. In addition, we see explicitly that choosing K, = K; = ﬁ makes the

G(s) =

transfer function equal to G = m

c. Repeating the numerics for the r = 0.25 case with the new values of K, and
K; gives the curve at left. Notice that its time scale is the same. In fact, if you
rescale the amplitudes, you will see that the response is essentially identical.

11.3 Level control in a fluid tank.

a. Using Bernouilli’s Law, show that fluid exits a tank at a velocity v> = 2gh,
where g is the gravitational acceleration and # is the fluid level above the outlet
orifice. Conclude that the level of a tank with cross section A and outlet area
a obeys Al = —a+/2gh + u(t), where u(¢) is the added fluid flow volume/time.
See left.

b. Design a simple nonlinear controller based on a sensor that measures A(¢) and
controls u(¢). The controller should linearize the dynamics and converge to a
desired reference height hy. Adapted from Slotine and Li (1991).

Solution.

a. Bernouilli’s Law neglects any frictional losses and integrates the inviscid
Navier-Stokes (Euler) equations for fluids:

1
P+ Epvz + pgh = const .

In a tank with a hole in the side, the pressure at the outlet (z = 0) is just the
atmospheric pressure, since the exiting fluid is in contact with the atmosphere.
Likewise, the pressure at the top of the tank (z = h) is also 0, and the tank
cross section is big enough that we can consider the fluid as stationary there.
Thus, evaluating at z = h and z = 0 gives

0 0 0
1 1 0
F‘+%+pgh=f4+ Epv2+pgﬁ:
which implies that the velocity at the outlet orifice obeys v> = 2gh.

The rate of change of volume in the draining tank is —A/, which must equal
the volume per time of fluid exiting: av. Putting these together and adding
the input volume / time gives

—Ah +u(t) = a~2gh,

which is equivalent to the requested result.
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b.

To get the desired result, we should “cancel” the nonlinear term and create a
PI controller. Thus, we write

u(t) = a+2gh(t) + A {Kp[ho - h(H] + K; f dr’ [ho — h(t’)]} ,
0
which is equivalent to
h+ Kyh + Kih = Kihg,  h( = 0) = h(0),  (0) = Ky[ho — h(0)].

Choosing K, and K; allows you to choose the pole positions, as in Exam-
ple 11.4. (But note that the pendulum example uses PD control, and here we
use PI control. Think about why.)

11.4 Robustness and error cancellation. Consider the first-order system x = ax® + u.

a.

b.

C.

Choose a state-based control u(f) that eliminates the nonlinearity and imposes
linear dynamics with a pole at s = —1. Assume the state x(¢) is observable.
Assume now that you mistakenly estimate the parameter a as @ and choose the
feedback accordingly. Analyze the global stability of the closed-loop system.
Show that adding —bx* to the feedback can make x = 0 globally stable. Find
the smallest value of b that stabilizes the origin.

Solution.

a.

b.

We choose u = —ax? — x, which gives closed-loop dynamics x = —x, which has
apoleats=-1.

Now we choose u = —ax?

— x, which gives closed-loop dynamics

= —x+ex s
where € = a — a. To analyze the global stability, we rewrite the equation in
terms of a Lyapunov function. For a one-dimensional state vector x(¢), this is
always possible.

Cdx dx\2 3

dv d (1
U (_xz € 3) |
From the plot of V(x) given below for € = 1, it is clear, for positive €, that
there is a maximum amplitude x,,x for perturbations or initial conditions.
The system is stable only if x(r) < xpax for all . We can find this value by
looking at —0,V(x) = —x + ex?> = 0, which implies fixed points at x = {0, e"'}.
Thus,

1

Xmax = — >
€

which implies that the more accurate the estimate of a (the smaller €), the
greater the domain of stability.
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c. Next, consider u = —ax

For negative e (estimated @ < a), the system is stable for x > xp, = (—e’l).

== b=0

2 — x — bx®, which gives closed-loop dynamics

X=-x+ex’—bx.
The Lyapunov function is

1 b
Vix) = §x2 - §x3 + ZX4'
In order to have absolute stability for the point x = 0, we must have V’(x) < 0
for x > 0 and V’(x) > 0 for x < 0. The derivative is

dv
P = x — ex* + bx’ =x(1 —Ex+bx2) .
The condition V’(x) = 0 implies that 1 — ex + bx> = 0. Solving the quadratic

equation gives

x:%(ei 62—4b).

Absolute stability means that there is no x (except for x = 0) that makes
V’(x) = 0. Thus, we set

€
b>—.
4
In other words, we have to estimate the error € = a@ — a and set b accordingly.

Then we impose a feedback

2

u=-ax’> —x—-bx>.

Notice how each term has a function:

e —ax? tries to cancel the nonlinearity;

e —x imposes the desired linear dynamics and time constant for small
perturbations;

e —bx® makes the feedback robust to larger perturbations.

11.5 Nonlinear integral control. In Chapter 3, we saw that integral control can stabi-
lize a set point without offset. The same trick can work for nonlinear systems,
too. Consider, as in Problem 11.4, the system & = ax® + u. Assume that a > 0 but
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that its value is not known. Let the goal now be to stabilize x(¢) about the point

xo # 0.

a. For proportional control u = K,(xo — x), find the equilibrium point x* and
determine the conditions for linear stability of the fixed point.

b. Add an integral control term, K; f dr (xo — x). Show that the set point xg
is now a fixed-point solution. Determine its linear stability as a function of
{a, x0, Kp, Ki}. Does integral control improve the stability?

c. Reproduce the step responses at right for K, = 5 and K; = {0, 1, 5}.

d. Can integral control stabilize an arbitrary set point for a general nonlinear
system?

Solution.

a. For proportional control, the fixed points are given by

ax? - Kyx+ Kpxg =0.
The solutions are
K, 4a
= — |1k, fl - —Xxo| -
* 2a K, xo]

We see that for real fixed points to exist, K, > 4axo. In the limit K, > 4axo,
we have x* ~ K, /a, xo.

The linear stability is given by x(¢) = x* + x;(¢), with X; = f’(x*) x;. Evaluating
the derivative at the fixed point gives f"(x*) = 2ax* — K, = £ ,/1 - 412‘“, which
is stable for K}, > 4ax,.

b. For PI control, we have u = K,(xo — x) + K; fdt’ (xp — x), or

X =ax’ + Kp(xp — x) + Kjw

Ww=Xxy)— X.
The fixed points are now x* = xo and w* = —axg/ K. Linearizing about {x*, w*}
gives

2axy — K, K;
A= L
[ %)
The eigenvalues obey a characteristic equation, A2 — 2(axo — K, /2)A+K; =0,
which gives eigenvalues
A= (axo - Kp/2) = \/(axo —Ky/2? - K;,

which implies we need K, > 2ax, for linear stability and that increasing K;
will make the system more oscillatory, albeit with faster response times.

¢. You just need to integrate the ODEs. See the book website for Mathematica

code.

Amplitude t
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11.6

d. In general, we have x = f(x,u,w) and w = xp — x. The second equation will
drive x — x and the auxiliary variable w(¢) to a stationary value, w*. Can the
equation

fxo,u,w") =0

be solved by picking a control law u(7)? If yes, then you also need to check for
linear stability about the fixed-point (xo, w*). (And if it is linearly stable, you
can ask whether there is a finite domain of stability.)

Stabilization in finite time. Nonlinear control can stabilize a system against per-

turbations in finite time, whereas linear feedback leads to exponential relaxation

that takes an infinite amount of time to decay. As a simple example, consider

X = x + u, a one-dimensional system with unstable fixed point at x = 0. Let the

feedback law be u(r) = —k sign[x(¢)] for |x| < 1 and —k x(¢) for |x| > 1. See left,

where k = 2.

a. Show that a perturbation x(0) = xj returns in finite time to x = 0, for k > 1.

b. Compare the control effort, fooo dz u*(), for this system against that for u =
—kx.

¢. Show that you can replace the destabilizing +x term with a nonlinear f(x)
satisfying |f(x)| < £]x|, for some ¢ > 0 (Lipschitz condition), and x = O contin-
ues to be stable. Hint: show that V = 1x? is a Lyapunov function, using an
inequality.

See Sun et al. (2017) for hints and applications to the control of complex

networks.

Solution.

a. The closed-loop equation of motion is

—k sign[x(®)] |x] <1

Xx=x+u, M(t):{—kx(t) > 1 .

In principle, there are four cases to consider: xo > 0 and xy < 0, each subdi-
vided into |xg| < 1 and |xg] > 1. If we let x — —x, we see that the equations
keep the same form and thus need only consider the magnitude of xy > 0.

If xyp > 1, then the equation of motion becomes, assuming k > 1,

f=x—kx, = x(t)=xge &,

Attime t = r* = In|xg| /(k — 1), the state reaches one: |x(+*)| = 1, and thereafter,
the feedback algorithm changes, and we can look at the x < 1 closed-loop
equation,

i=x-k, = x(t-1)=k-(k-1)e™" .
Solving for the time for x(¢) to reach 0 then gives,

o _ {% +In(2) Ixol > 1
() xol < 1
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The state x(+**) = 0 at ** = % + lnk_i] for xo > 1. For 0 < xy < 1, the
corresponding expression is 1 = In(£-) for xop > 1. Thus, whatever the
value of xp, the system reaches x(f) = 0 in finite time, **. Collecting these

For reference, for k = 2, the expressions simplify to

w [Ilxol+n2 x| > 1
n(2=)  Iwl<l1

2—|xol
. Let us first consider the case 0 < xy < 1. Then, from the previous section,

the control signal is u = —k for a time r** = Ink/(k — xy). The corresponding
control effort is

ENszzln( k )
k—)C()

We compare this to the linear case, where x(7) = xoe * " for 0 < t < co. The
control effort is then

00 k2X2
EL =k} f dre 20D = — 20
0

2k-1)°

Below, we plot Exp and Ep vs. k > 1 for xp = % For gains k = k. = 1, the
nonlinear control is cheaper; for k > k* ~ 1.25, the linear control is cheaper
(but slower). In general, as we have seen often previously, there is a tradeoff
between the speed of response and control effort.

2=
£ ' Ene
£ |k
@ 3
FRER
E g\" ........ I%E-
o
v 0 T—‘ﬁﬁ
| 2 3
Gain k

. For the original equations, let us verify that V = %xz is a Lyapunov function.

For xy > 1, we start with the upper branch:
V=xi=x*(1-k)=—-(k-1x*<0, forx>1.
Then, the lower branch, with 0 < xy < 1:

V=xi=x(x-k)<0, forO<x<l.

For the inequality, we note that x—k < 0 for 0 < x < 1, since we are also given
that k > 1.
Now we modify the closed-loop equation of motion to

X =f(x0)+ux), with||f(l <,
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for some positive bound ¢. Then
V = xxk = x[f(x) + u(x)] < €x* + xu(x).

So, in the upper branch, V < (¢ — k)x*> < 0 for k > £. And, for 0 < x < 1,
we have V < x> — kx < 0 when 0 < x < 1. The point is that f(x) is less
destabilizing than £x and can be stabilized by linear feedback k > ¢ for x > 1.

11.7 Relative degree. Consider a linear system with transfer function G(s),

bos*¥ + Dby sK o+ b b(s)
G(s) = = = —.
sS"+ayst - +ay, a(s)

Show that the input u(?) first appears after n — k differentiations of the output
y(¢). The relative degree is thus the difference between the numerator and
denominator orders.

Solution.
Let us write a state-space equivalent of the linear system. From Eq. (2.59), we
have,
0 1 0 0 0 \( x 0
0 0 1 0 0 (| x 0
X = : + u
0 0 0 0 | | E 0
—a, —Qp1 —Gupp -+ —ay —aj)\ x, 1
——
A B
)’=(bk bt -+ by by O .- O)x.
c

To check the relative degree, we need to take derivatives of the output y(r). We
have,

y=CAx +CBu.

If k = n — 1, then the row vector C has no zeros and CB = b,_; # 0. We would
conclude the system has relative degree n — 1.

If CB = 0, then we differentiate y again:
0
j = CAx + CBT
=CA’x + CABu.

Now we look at CAB. Because of the structure of A, with ones above the
diagonal, it just shifts the elements of C one element to the right. That is,

CA=(0 by by =+ by bg 0 -+ 0))
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Before, there were n — k — 1 zeros on the right. Now there are n — k — 2. Thus, if
the relative degree is n — 2, then CAB = by. Otherwise, we repeat until by finally
appears. This will be after n — k differentiations, which proves the claim.

11.8 Internal dynamics. More on the simple example from Section 11.1.3.

a. Show that choosing u = —x3 — x stabilizes the () solution to $(3!) = ("3;“).
b. Now alter x, = u to x, = —u. Show that the internal dynamics is unstable.

Solution.

a. The control law u = —x; — x; leads to % = -x;, whose solution,

x1(#) = x1(0) e, converges to zero for all initial conditions x;(0).

The second dynamical equation,
Lo _ 3
Xy =u=-x,— X,

is a nonlinear differential equation. If the x;(¢) term were absent, then x, = 0
would be a globally stable fixed point. Indeed, for x,(0) = xy,

1

2t + L
0

The x;(7) = x;(0) e’ term appears as an external driving that causes x,(¢) to
change and makes the ODE for x, non-autonomous. We begin by considering
short- and long-time asymptotic limits:

e At short times, t < 1: then x, = +x;(0), so that x,(¢) ~ x;(0)r.

e At long times, ¢ > 1: the x(¢) term decreases exponentially, whereas the
unperturbed x,(f) +~'/2, a much slower decay. Thus, after sufficient time,
%, ~ —xj, independent of the initial condition, and x,() ~ % The overall
sign will depend on the initial condition. Thus, although the x;(¢) term can
be initially destabilizing, we still expect asymptotic stability.

X(t) =

Another approach is to bound x;(f) by x;(0). Let us take the case, x,(0) > 0
and x;(0) = —e?, with @ > 0. Then

Xy = —xg +a
has a fixed point x, = @. With x, = x + @, we have
X =—x° = 3ax?* - 3a’x.
The fixed point is determined from x(x? + 3ax + 3a?) = 0, which has solutions

x=0,%(—3ii\/§).

The only real root is x = 0. If we interpret the right-hand side as —%, with

V(x) a Lyapunov function, we can easily see that x = 0 will be a globally stable
solution. Below, we show V(x) for a = 1.



278 Nonlinear Control

V(x)

We then plot numerically, below the full solution for x,(¢) assuming x,(0) = 0
and x;(0) = 1. In the plot, the solid line is the full x,(¢) solution, while the
dashed lines give long-time (x; ~ %) and short-time (x, ~ t) approximations.

0.0l 0.1 | 10 100 1000

time t

b. If we consider the equations,

d (x _ x% +u _
ala)=() v
then
Xy =-—u= x% + x1(0),
which clearly blows up. The reference solution to X, = xj is

1
x(1) = -
-2t + =z

0

which blows up at time 7 = 1/(2y7).

Thus, the internal dynamics are stable in Part (a) and unstable in Part (b).

11.9 Feedback linearization of a two-dimensional system. Complete Example 11.5 by
deriving the equations of motion in the new coordinate system z = T(x). If the
output is given as y = x;, what is the relative degree?
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Solution.
Recall the equations of motion,

d (x1\ _(fix)\ (O
dr (xg)_(fz(x) )"
Using the input-state linearization technique of Section 11.1.4, we found that

-1
T1:X1, T2=f1(X), M:—f2+(af1) [v_fi%]_

(9_362 6x1

Thus, 1 =X = fl = 2. Next,

. _ s _Oh . Ofi.
L=hf= o ! + 2
0 0
:—f1f1+—f1(f2+u):V.
6x1 8)62

Thus, collecting these equations, we have

We can then pick v as desired. For example, we can choose a feedback law to
stabilize the fixed point z; = z; = 0.

The relative degree can be found by differentiating the output until the input
appears. That is just the calculation done above, which shows that the relative
degree = 2.

11.10 Linearizable, but not reachable. Consider x; = x% and X, = u(r).
a. Using the results from Example 11.5, find a nonlinear change of coordinates
that makes this system linear and controllable.
b. Show that, nonetheless, you cannot reach all states starting from the origin,
(9). Qualitatively, what goes wrong?
c. Find the set of states that can be reached after a time 7.

Solution.
a. To put the dynamics in the form of Example 11.5, we write

_ (A _ (% _(0
)
We then choose z; = Ty = xy and z, = T = f; = x3. Then

-1
= - = 2 N = O N
B o -0 @
and we write z; = 2x, u = v, or u = v/(2x,). The linear system is then
i 21 _ 0 1 21 " 0 v
dt\z) \0 0] \» 1 '
—— ——— — T N——
4 A z B
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Noting that

0 1)\(0 1 0 1
AB:(0 O)(l)z(o) and that Wc:(B,AB)z(1 0)

has full rank, we conclude that the new linear system is controllable.

b. We can clearly choose a u(f) to make x,(t = T) an arbitrary value. But since
X = x% > 0, we can never decrease x;(¢) below its original value. Qualitatively,
even though our control can access a set that has the dimension of the full
state space (2 here), that is not sufficient to say that it can access the whole
of that state space. Something akin to ordinary functional mappings is occur-
ring here. Essentially the mapping of controls to the tangent space is not onto,
in the same way that y = x> maps the whole real line to the positive line y > 0.

c. The previous section shows that half the state space is inaccessible. Here, we
show that we can reach any point in the rest of state space. Let the desired
endpoint be (3 ), to be reached at time T Let us assume that @ and b are greater
than zero. The case a < 0 is handled similarly.

Consider a control

+1 O<t<7 t O<t<t
u(t) = , = x)= .
-1 7<t<T 2r—t 1v<t<T

Note that x,(7T) = 2t — T = b. Then, using x;(f) = fot dr’ x,(¢")%, we have,

© o1 208 b
(M) =5 +3[0 =@ -17] =5 -5 =a.

This shows that we can choose T and T to match a and b, iff b > 0.

11.11 Involutive or not? Consider the vector fields, f = ( ) g = (— ) Show that
X1

choosing +x; gives an involutive pair but choosing —x; does not.

Solution.
The Lie bracket [f, g] is given by

0O 0 O 0 0 0\(O
[f.g ——f——f—O 0 0 ] 0 0 0]l -1
+1 0 O 0 1 0)\xx
0 0 0
=10|-101]=1]0 orO
+1 -1 2 0

The +x, case thus leads to three vector fields that we can put together in a matrix
W, ={f,g..lf, g.]}, which we write explicitly as,

1 0 O
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Since det W, = -2 # 0, for all x € M = R3, the three vectors span the full
three-dimensional tangent space for all x € M.
The —x; case leads to

1 0 0
W_=1{0 1 0f.
X2 —X1 0

Now, det W_ = 0, which shows that f and g are not involutive.
This exercise is due to Roger Brockett Harvard University.
11.12 Lie brackets. Let [f, g] = 3; f 0x g, with f(x) and g(x) vector fields and
and 0—‘5 Jacobian matrices. Let h(x) be a real-valued function, and recall that the
Lie derivative Lyh = 2% f. Then show the following:

a. Geometrical interpretation: Consider the following sequence of vector-field

flows:
x = +f(x), +8(x), -f(x), —-8(x) .
S~— S~— S~— S~—
O<t<e e<t<2e 2e<t<3e 3e<t<de

By Taylor-expanding the state x(¢), show that the state fails to return to the
origin by an amount x(4€) - x(0) = €>[f, g] + O(¢®). (Caution: messy algebra.)
b. Bilinearity: [a1f, + axf,, gl = a1 [f,, gl + a2 [f>, &l
c. Skew commutivity: [f, gl = -[g. f].
d. Jacobi identity: Ly g h(x) = LyLg h(x) — Ly Ly h(x).

Solution.
a. For simplicity, let x(t = 0) = 0. Then, an O(e?) Taylor expansion gives
2 2 0
x(€) = ex(0) + %X(O) ef(0)+ = —f f‘

Then we evolve this state from e to 2e with x = +g(x):

2
x(2€) = x(€) + e(e) + %k(e)

e 9
= x(9) + eglx(@)] + 5 £ g,
We note that, to the lowest required order in €,
0 0 0
glx(O)] = g0) + € 25 f‘ and Bl _ %8
Ox 0 ox x(e) ox

Then, substituting into the expression for x(2¢) gives, to O(e?),

xQ6) = ef(0) + = —f‘ +e(g<0>+e —f‘ ) e

€2
— el + g0+ 5 (L 7+ g

e
2
og
ox

281
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Next, we evolve from time 2¢ to 3e using x = — f(x), which gives,

2
x(3€) = x(2€) + €x(2€) + %X(Ze)

2
= x(2¢) — ef[x(2€)] + % Z—f f oo
We have
_ of ;o or g o
fx@ol=fO+e|g froce) - and Gof = el

Substituting into the expansion then gives,

) (o, %8, 0
x(3€) = € [f107 + g(0)] + 2 (,Z\?/f+ axg+2axf)0

x(2¢)
af /. of e af
e[ﬁéﬂj+e%c/f+axg0 +2 xfo
flxQ2e)]
e (dg og of
= 0 — — 2_ _2_
g0+ 7 (axg+ pred axg)o
e og (08 , Of
=eg)+— a—xg'0+e (a—xf—(,,,—xg)0
e
—egO+= gl + S e
2 Ox 0

Finally, we evolve from 3e to 4e with x = —g(x):

2
x(4€) = x(3¢) + ex(3e) + %x(se)
2

0
= x(3e) - eglxBel + = S o
2 Ox x(3€)
We have
0 d d
glxGol=g0) +ec Lol | and Lol =2,
ox "o ox *(3€) ox "l
so that
2 B B > (9
a3 o)
x(3e) glx(3e)]

= E2Lf7 g]() .
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b. Bilinearity follows from the definition and from the linearity of the derivative:

0 0
[a’lf1+a2f2’g]=ﬁ(a’lfl+02f2)_a(011f1+a’2f2)g=al Lf1, gl+taalf,, gl

c. Skewness is a trivial property of the definition:

0,
f . _og __(g_gf_af
X

[g,f]:ag_ax - a ):—[f,g]'

d. To establish the Jacobi identity, we work back from the right-hand side to the
left. With Ly h = 2 g, we have

d (oh d (on
LyLg h(x) = LgLy h(x) = — (—g) f-= (—f) g

Ox \ox Ox \ox
%h oh og 8h oh of
78S Bxaf_ o "~ Ox Ox
_0Oh(og . of
" 9x \Ox ox
oh
= L[f,g] h(x) .

11.13 Parking a unicycle. The equations of motion are % (% ) u (1) (:?6?3) + uy(t) (?1))
for the unicycle, where u; controls the drive and u, the spin. Show that the Lie
bracket, [drive, spin] = slip, where slip is L to drive.

Solution.
To calculate the Lie bracket [drive, spin], we simplify notation by defining

cos 6 0
drive = f =|sinf |, spin=g=10].
0 1
Then [f, g] is given by
0

9 d
Lf. glx) = ng— %g

0 0 -sinf)(0
=—10 O cosé@ ||0
0 0 0 1

sin @
=|—-cosf|.
0
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The result is a new vector that we call slip. It clearly corresponds to a

displacement perpendicular to the unicycle’s drive axis. Note that drive - slip = 0.
11.14 Feedback linearization. Let us show that Eq. (11.38) gives necessary and

sufficient conditions for a control affine system to be feedback linearizable.

a. Use the Jacobi identity (Problem 11.12d) to show, for a smooth function A(x)
and smooth vector fields f(x) and g(x) and arbitrary positive integer k, that

Leh=LeLh=-=Lelih=0 & Lgh=Ligh=:=Lgh=0.

b. Using the above result, show that Eqgs. (11.28) and (11.29) imply,

oT oT _
a—xladfg:Oforkzo,l,Z,...,n—2 and 6—xlad; 1g;to.

c. Conclude that the vector fields g, adsg, ..., ad;‘f' g are linearly independent.
d. Using the Frobenius theorem, conclude that the vector fields are involutive.

Solution.

a. For k = 0, the statement is trivial, as both sides of the relation state that
Loh = 0. For k = 1, we use the Jacobi relation to write,

0 0
Laajgh = Lipgh = LiLe¥'= Leky™=0.

For k = 2, we use the Jacobi relation twice to write

0
Lygoh = Lisirenh = LyLepgft= Ligg1Lrh

0 0
= —(LsLg — LgLy) Lsh = —qWﬁ Lg(L3R) = 0.

We continue to establish the relation for all k. We can also reverse the
argument to establish equivalence between the two sets of relationships.

b. The second relation in Eq. (11.29) states, fork =0, 1, ..., n — 2, that
L LiTy = 0.

Part (a), with & — Ty, then implies that
LeTi = LagjgT1 =+ = Lyg ,T1 = 0.

Using the definition of the Lie derivative then gives

ox 87 oy A8 == G ade =0

For k = n— 1, we start from Eq. (11.29), which states that L,T,, # 0.
Using the recursive equations L’}‘l T; = Ty, we have

LgTy = Ly (LfToo1) = L (L3T,2) = -+ = Ly (L} Ty) # 0.
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The result of Part (a) then implies that Lad;—l (11 # 0 or, equivalently,

Ty &
c. If g,adyg, ..., ad}’lg are linearly dependent, then there exist £ — 1 functions
ai(x), ..., ae_1(x), with £ < n — 1, such that
-1
adfcg = Z ai(x) ad’}g.
k=0
Now, relabel £ — n — 1, and then apply the row vector VT to the left on both
sides. The first step is permissible, since the labels are arbitrary. This gives,
n-2
oT
——adyg= Z ozk(x)a—x1 adﬁg.
k=n—{-1
But from Part (b), the left-hand side is non-zero, while the right-hand side is
zero, a contradiction. Hence the vector fields must be linearly independent.
d. From the Frobenius theorem, if the n — 1 vector fields g, adsg, ..., adj’fzg
satisfy

O
E adfg =0,

then they are involutive.

This sketch of the proof of the conditions for input-state linearization fol-
lows that of Slotine and Li (1991), who also show that the above conditions are
sufficient for linearizability of the nonlinear, control-affine system, ¥ = f + g u(z).

11.15 Linear systems from a nonlinear point of view. By specializing the n-dimensional
control-affine system of the form x = f + gu(t) —» Ax + Bu, show that

We=(g adg - adj'g) — (B AB A’B - A"'B).

In both cases, the matrix W, must have rank n. But the nonlinear condition refers
to feedback linearizability, while the linear condition also implies controllability.

Solution.
We have f(x) = Ax and g = B. Then, the Lie bracket
0
[f. ] = [Ax, B] = %Ax) _YAY) g 4B,
X ox
Similarly,

0
e aA dAX)
/.1/.€1l = [Ax,-AB] = %xﬂ/mxn W ap = +a%B.

Further Lie brackets give (~1)*A*B. This reproduces W., except that odd
columns have a minus sign. But this does not affect the rank of W, implying
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that both cases have the condition of rank n. But only the linear case carries the
further implication of controllability.

11.16 Flexible link. Consider controlling a pendulum via an elastic, “soft” torque
such as that provided by a motor. The system may be used to model muscles,
both real and artificial. In robotics jargon, it is known as a single-link flexible
Joint. With scaled units and simplified choices for spring constant and inertial
moments, the equations of motion are §; +sin 8, + (0, —6,) = 0 and 6, + (6, - 6,) =
u(t), where 6, is the angle of the pendulum with respect to its down equilibrium,
6, is the angle of the input to the coupling, and u is the torque applied to the
coupling.

a.
b.

Write these equations in control-affine form, x = f(x) + g(x) u().

Calculate the linearizability matrix W, = (g ady g ad} g ad} g), and verify
that it has full rank. We thus can linearize the system exactly.

Find the change of variable z = T(x) and control that linearizes the system in
the form of Eq. (11.20). Hint: See Problem 11.14b. In particular, show that

u = (sinx; (3 + cos x1 + 1) + (11 = x3)(2 + cos x1)) + V().

Find the inverse transformation x = T~'(z) and use it to confirm explicitly that
the dynamics are linear in the new variables: z; =25, 22 =23, 23 =24, Z4 = V.
Reproduce the plots at left, for step inputs of amplitude 0.1, 0.4, and 0.5. The
light oscillating trace shows the undamped, open-loop response. The heavy
dark line uses the exact feedback linearization, assuming that the linear part
of the control is set to have 4 poles at —1. You should find a gain (row) vector
K = (1 4 6 4). The dashed curve is based on the linearization of the system
about 6, = 6, = 6, = 6, = 0. Its gain vector is designed so that the linear
approximation has poles at —1. You should find K’ = (-6 —4 3 4). The
approximate design matches the exact linearization very well for uy = 0.1 but
goes unstable for large input torque input, near uy = 0.5.

Solution.

a. In control-affine form,

X2 0
_ —sinx; — x; + x3 _ 0
f_ X4 s g_ 0 .
X1 — X3 1
b. We calculate the Lie brackets as follows:

0 0 1 0 0)(0 0
_ 0 of  |-cosx;—1 0 1 0[|0] |0
adfg‘[f’g]_ﬂéf_ﬁg__ 0 o o 1|lo|7]-1
1 0 -1 0)U 0
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Next,

0
—cosx; — 1
0
1

adj g =[f,adsgl = -

[
O = O O

(=)
S = O

Last,

0

—cosx; — 1
adj g =[f. ad} gl = - !

o = O O

Putting these all together gives

W, =

which has rank=4 and det=1. Full rank implies that we can carry out
feedback linearization.
. Following the hint, we use (with n = 4),

oT oT
5o adjg=0fork=1(0.1.2) and ——adjg#0,
substituting the results from Part b. Then,
oT, oT,
—_— g = —_— =
ox 6x4
oT, oT,
R d = —_—— = O
ax 8T Tox
0
6T1 2 aT] 3T
R d = — — = 0
ox & fg 6)(2 X4
0
T, oT, 0T,
—ad;g=—-—— 0.
ox adsrs oxy * X3 *

Putting all these together, we conclude that 7 (x) = T1(x;) only. As in the text,
we try the simplest choice, 7' (x;) = x;. We then use Eq. (11.28) to find 75, T3,
and T4. Thus,

or, , 0T,

T2= LTy =50 f =5

ox h=fi=x.

Similarly,
0T, , 0T,

T3=LfT2=Ef—gfzzfzz—sinxl—x1+x3.
2
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Finally,
X2
oT — si -
Ty=L;Ts= 22 f=(~(I+cosx)) 0 1 0)f 00— 0+S
ox X4
X1 — X3
= —=X2COSX| + X4 —Xp.
Collecting the change of variables, we have
21 X1
== _. "7
23 —Ssimnx; —x; + X3
24 —Xp COS X + X4 — X2
The function B(x) is given by
oT. oT
—1 4 4
= — =|— = 1 ,
k ax & ((’)X4)
and the function a(x) is given, from Eq. (11.21) by
x
aT. —si -
af! =a/=——4f=—(xzsinx1 —cosx;—1 O l) SIXp = Xi + X3
ox X4
X1 — X3

= —x% sinx; + (cosx; + 1) (—sinx; — x; + x3) — x; + X3

= —sin xl(x§ +cosx; + 1) — (x; —x3)(2 + cos x1)
Thus, we find
u = — (sinx;(x3 + cos xy + 1) + (x1 = x3)(2 + cos x1)) + V(1) .
d. By substituting, we casily see that the inverse transformation is given by

7]
22
z1 +sinz; + 23
22 +22C0821 +24

x=T"'z) =

Notice that T(x) and T~'(z) are both continuous and everywhere, meaning
that the coordinate transformation is a global diffeomorphism.
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Let’s substitute into f(x):

2
X —sinz; —z; +21 +sinz; + 23 -
———
—sinx; — x| + x3 » 3
f(x) - X4 - Ltncosnty - 72 +22C0821 + 24
N e’
X4 .
X1 — X3 . —Smz; —3
z1 — (z1 +sinzy + 23)
—_

X3

Differentiating the inverse transform gives,

21 21
i=l . 2 = &
(21 +sinzy +23) Z2 +(cosz1)z + 23
$(za+z2c08z1 +24)) \z3+z3c082 —23sinzy + 4

Matching the first two equations, we see that we already have 7; = z, and
Z» = z3. The third equation is

73 =—20—20C0871 +2p +2pC0SZ1 + 24 = 24 .
—————
5

Finally, the fourth equation is,

z4 = —z23(1 + cos zy) +z§ sinz; + —sinzy; —z3 +u.
———
fa

We can transform it into the desired z4 = v(¢) by setting
u=2z3(2+cosz;)+(1—- z%) sinz; + v(t).
Back in the original coordinates, we have

u=(—sinx; —x; +x3)(2+cosxp)+ (1 —x%)sinxl +v

3

= —(sinxl(xg +cosx; + 1)+ (x; —x3)2+ cosxl)) +v,

which is just the expression for u that we found above.

. To do the numerics, you first need to simulate the open-loop system. Then
simulate the closed-loop system based on the exact linearization. The control
is modified in two ways: first, we use u = a + Bv; second, we substitute v =
—Kz, where we have to express the latter back in terms of the x components.
Expicitly, this is

v=-Kizi — Kr2p — K323 — Kyz4
= _lel - Kz.Xz - K3(— sinx1 - X1 + X3) - K4(—X2 COS Xy + x4 — XZ) .
which is included in the above expression for u. Finally, the linear approxi-

mation has its own gain vector, K’. We again simulate the response using the
nonlinear dynamics, but this time the control is just u = —K'x.
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For small linearities, the approximation-based linearization works pretty well,
with the main difference being in the value of the steady state (the difference
between 6 and sin8). But for larger values, it means the difference between
stability and instability!

Finally, although we wanted to work out everything explicitly in this solution,

it is useful to note that programs such as Mathematica can do these calculations
with built-in functions, in just a few lines of code.

11.17 Global Stabilization of the nonlinear pendulum. For 8 — sinf = u and for the
“up” position (9 = § = 0), consider the function V = 2asin’ (g) + 167,

a.
b.

For the uncontrolled system (u = 0), show that V is not a Lyapunov function.
Show that choosing u = —Kj, sin6 — K40 cos® @ can make V a Lyapunov func-
tion that stabilizes the top position. In particular, show that you need to
choosea > 0, K, =a+1 > 1, and Ky > 0. What is the physical significance of
these conditions?

What if there is friction in the pendulum, so that § + 10 — sin 6 = u?

Example 11.8 notes that V is negative semi-definite, not negative definite. Yet
the up solution is stable to almost all perturbations. Consider a new term in
the control algorithm u — u — €6, with 6 defined to be in the range of (-, 7).
There is a discontinuity of amplitude 2e when crossing the down position,
6 = +m. Is such a term helpful? Is the modified V still a Lyapunov function?
Plot (), V(¢), and u(t) for a perturbation of the form 6(0) = 0, 6(0) = 2, and
a = Ky = 1. Show that the controller recovers from a “kick” of almost 80°.

Solution.

a. We compute the time derivative for general u:

. . (0 oN (1. .. . . .
V=4asm(5)cos(§)(5)0+99—0(asmé’+sm61+u).
i
For u = 0, this gives
V=(a+1)8sindg,

which can be both positive and negative, even when a > 0. Thus, V is not a
Lyapunov function if u = 0.

. For u = —K,, sin6 — K40 cos® 6, with K, = a + 1 and K4 > 0, we have

V =0[(a+ 1)sin6 + u]
= —Kq6* cos’0<0.

This expression is negative semi-definite for K4 > 0, and V is now a Lyapunov
function.

Physically, the condition a > 0 gives the Lyapunov function a minimum at
0 = 0 (up) and maximum at 6 = 7t (down). For negative a, these are reversed,
and we would stabilize the down position. The condition K, > 1 implies
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that we can supply enough torque to overcome the effects of gravity. That
is, the actuator can directly swing up the pendulum to its up equilibrium.
Example 7.2 discusses how to swing up a pendulum in the more-challenging
underactuated case, where the maximum torque that can be supplied is less
than the gravitational torque.

. If there is a friction term A4 in the equation of motion, then V — V — 16
In other words, friction helps stabilize the motion. We can use the previous
controller and the response will be even faster.

. The “down” solution (8 = 7, § = 0 in our coordinates) is an unstable equilib-
rium. There is a set of measure zero of perturbations that will end up in these
solutions. Notice that, for the down solution u = 0, meaning that if the down
solution is reached, then the system is “stuck” there. Of course, in practice,
there would never be such a perturbation, and the slightest deviation from the
ideal would be enough to push the system out of the unstable down position.
But we can easily imagine modifying the control law to avoid even this remote
possibility. What we need is a control law that is discontinuous at 8 = 7. Why
discontinuous? Angles that are just less than 7t should be pushed “down” to
zero. Angles just on the other side should be represented as near —7 and thus
pushed “up” to zero. A term in the control law of the form

u—u—eo

will work for small € > 0. We can replace 6 by any monotonic function of 9,
too. Here, we restrict the angle 6 to be within the range (-7, 71), so that there is
the required discontinuity at +7t. If we adopt such a strategy, then we cannot
have a Lyapunov function, which, by definition, must be differentiable. Again,
we emphasize that this discussion is mostly to make a somewhat academic
point. In practical applications, the Lyapunov design works well.

. Below, we integrate the equations of motion for the closed-loop system,
extracting at the same time V and u. The initial condition is #(0) = 0 and
6(0) = 2, and we use a = K4 = 1. Thus, we knock the pendulum nearly 80°
away from the vertical, and it recovers easily. (Note that we set € = 0, too.)

2
[J) 1 feii)
- A 7
;3 0 P S ?..\.\
_g- 5 N -7
z | N = 0 (radians)
,' ....... V (Lyapunov)
2=~ == u (control)
T T ‘ ‘
0 5 10 15

It is instructive to look at the Lyapunov function and the feedback law for
small deviations about the up equilibrium. Linearizing at § = 0 then gives an
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approximate Lyapunov function,
P\ 1., 1, ,
VzZa(Z)+§0 ~ 5(619 +&7).

For the controller,
~ —Ky0 — Ka,

which is just standard PD control.

11.18 Sending “secret” messages by synchronized chaos. Section 10.5.1 introduced the
Lorenz equations for state variables x" = (x,y,z). Here, think of this system as
the transmitter, and set up a receiver with state variables x! = (x;, yr, z;) driven by
x(t) from the original system (but not in the X, equation). The two systems are

x=0@-x X =0 (yr — Xp)

y=x(r—-2-y Ve=x(r—2z:) =y

z=xy—bz Zr=Xxyr — bzr .
——— —— ——
transmitter receiver

a. Simulate for o = 16, b = 4, and r = 45.6. Demonstrate synchronization of
the chaotic motion by plotting components of x.(¢) vs. x(¢). Also, plot the
components of the error e = x — x;, and show that they decay exponentially.

b. Show that V = (1el + ¢} + ¢2) is a Lyapunov function for this dynamical
system. Why does this explain the synchronization?

¢. Cuomo and Oppenheim built analog electronic circuits corresponding to
these equations and demonstrated synchronization experimentally (Strogatz,
2014). They then communicated “secret messages” by both analog and digital
techniques. To understand the latter, let the “signal” m(¢) be a stream of 0 and
1I’s — we will use a square wave but a random bit sequence will work equally
well. Use m to modulate the b coefficient. That is, let b — b(t) = b + am(z).
Take a = 0.4. The altered x(¢) signal to the receiver, compute x,, and then plot
the quantity e, = (x; — x)*>. Send e, through a low-pass filter, and plot the
result. Then apply a threshold: set the signal = 0 below a certain amplitude
and 1 above it. Call this estimate /% and compare to the original m (see below).
Why does this scheme work?

original error low-pass reconstructed
J_I_I_\_ M e JTUTL
time

One note: although here the “carrier” of the message is chaotic and chaotic
motion seems complicated, this problem shows that the message scheme is not
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inherently secure, in that any eavesdropper could achieve the same synchro-
nization as the intended receiver. Whatever robustness exists in the detection
scheme will be available to all, and any desired security will arise by encrypt-
ing the message itself. For a discussion of why using a chaotic carrier might
nonetheless be useful, see Abarbanel (2008). Quantum communication meth-
ods, by contrast, can provide inherently secure protection against eavesdroppers

(Mermin, 2007).

Solution.

a. The parameters o = 16, b = 4, and r = 45.6 are different from the set often

used to demonstrate chaos in the Lorenz equations, but the motion and attrac-
tor are qualitatively the same. Below is a plot of x(¢) and y(¢) vs. x(¢). The
latter shows a 2d projection of the 3d attractor.

30
% 07
-30
| | | 1
0 10 20 30
time t
40 +
X 0-
'40 | | |
-30 0 30
x(t)

Next, we look at synchronization. The plots below show, at left, x.(¢) vs x(¢).
As a diagonal line, it indicates synchronization. At right is e, = (x; — x)°.
It decays exponentially until numerical noise takes over. Thus, there is fast
convergence to synchronization.
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30
= S
< 07 o
-30 T T
-30 0 30
x (t)
b. The candidate Lyapunov function is
L1, 2 o
V:E(;ex—f-ey-i-ez .

which is clearly positive definite, as it is the sum of squares. All three error
components must vanish simultaneously, which is only possible at perfect
synchronization. Next, we compute

V=—ee,teeé +eé;.
o
The error dynamics are

ey =0 (e, —ey)

ey =xe.—ey

é;=xe,—be,.

Substituting into the expression for V gives

. 1
V=—ecer+e ey +eé;
P )
=exley—ey)+ ey(%_ ey) + ez(%_ be;)
2
3

_(, _1 3,2 32
= (ex zey) 1€y be; ,

which is negative definite. Since the error converges to zero, the two
trajectories are the same: this is what synchronization means.

c¢. The basic idea behind the digital communication scheme outlined in the text
is that for b = 0, the two systems are identical and rapidly synchronize. When
modulated to the “1” state, the value of b is different (4.4 in the example,
rather than 4). The two systems no longer synchronize well. The mean-square
error is then positive. Thus, in the scheme, we effectively look for period of
small mean-square error and call them zero and one for larger amplitudes.
The low-pass and threshold is just one algorithm to pick up this signature.

This example, due originally to K. Cuomo and A. Oppenheim, follows the
description by Strogatz (2014). They also describe a way to transmit analog
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signals, too, by adding the signal m(¢) to the output x(¢#) and then setting /i1 =
x; — x. I found, numerically, that this can work approximately if the parameters
are adjusted but that it is much less robust than the digital scheme.

This problem is nice because it combines several aspects of nonlinear control
that are explored in this chapter: It uses Lyapunov functions; it synchronizes
two dynamical systems; and, also, one system acts as a nonlinear observer.

11.19 Backstepping. Here is a recursive way to start from a Lyapunov function for

a simple system and “extend” it to a new Lyapunov function for an enlarged
dynamical system. Consider a system of the form x = f(x) + g(x)v, with v = u.
Here, the input variable is u, as usual, and v is an “extra” state variable, along
with the n variables in x. Now pretend that v is the control variable for x =
f(x)+g(x)v, and imagine that we know a Lyapunov function Vj(x) that stabilizes
x = 0 for the system x = f(x)+ g(x) #(x) for some appropriate “control” v = ¢(x).

a. In the original problem, v is not directly controlled. Define a new variable
z=v— ¢(x). Find a u to make a new Lyapunov function, V = V;, + %zz.

b. Use backstepping to find a control u and Lyapunov function V for x; = x%+x2,
X» = u that stabilizes x; = x, = 0.

Khalil (2001) extends this idea to a chain of dynamical equations (not
restricted to the simple integrator discussed here).

Solution.

a. Since v = ¢(x) leads to a Lyapunov function V; for the first equation, let us
try the change of variable z = v — ¢. The new equations of motion are then

x=f(x)+gx)(z+¢)

R
z=v—-¢=u axx_u ax[f(x)+g(x)(z+¢)].

Then V = V; + 3z% is a Lyapunov function if
V=Vy+zz

Vo .

=X +z{u - 6—¢[f(x) +g(x)(z+ ¢)]} .
X ox

Choosing
u= Z—¢[f(x) + g0+ P -2
X

leads to V =V, — z2. Since V} is already negative (semi)-definite, so is V.
b. The dynamical system is
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If x, were a “control” for the x; equation, we could choose
_ 2 _
Xy = —x1 — x| = ¢(x1)
and have x; = —x;, which has a Lyapunov function V = %x%
Definingz=v—-¢ =x, + x| + xf leads to new equations

X1 =—x1+2

z=X+x1(1+2x)=u+(—x1 +20(1 + 2X1).

We would like the full Lyapunov function to be V = %(xf +2%). To be a
Lyapunov function, V must be negative (semi)-definite. Thus,

V=x1Xx+zz2
= x1(=x1 + 2) + 2(u + (=x1 + 2)(1 + 2x1))

= —xp+zln +u+ (—x + 21+ 2x)]
Now choose u to cancel out the unwanted terms and leave V negative definite:
w=—x; + (0 -1+ 2x) -z =2[x] —2(1 +x1)] ,
which implies V = —x? — 22,
As a check, we transform back to the original variables by substituting for z:

u=-2(x; +x% +x? + X2 + X1X2).

11.20 Oscillator frequency stabilization. The Pound—Drever—Hall (PDH) technique is

a way to stabilize the frequency of a tunable laser that is similar to extremum-
seeking control (Section 10.1.2). It uses a standard PID loop based on an error
signal proportional to the frequency shift between laser and reference cavity. The
clever part is how the error signal is generated. Here, we discuss a simplified ver-
sion of PDH that applies to a signal y(f) = y(w) e'“ + c.c., whose frequency w(t)
can drift in time and a reference passive filter, whose response has a fixed reso-
nance frequency wy. Our focus will be on generating an error signal proportional
to the shift in frequency, e(7) o« wo—w(?). In keeping with the optical applications,
we will assume that w is so large that we cannot measure the time-domain signal
y(#) directly but must rather measure its time-averaged power, P(w) = (|[y(w)[*),
which can drift slowly.

a. We begin with a naive strategy that seems like it should work but has flaws.
As shown below, we pass the signal, y(z), through a second-order filter with
highly underdamped, resonant response. Select wy so that the w(¢) is located
on the side of the resonance, at or near the point of maximum slope. Using
a Taylor expansion of the power variation 6P = P — Py, show that we expect
oP = ((;97';) 0Py + (g—f)) dw, to first order in variations of signal power (6P)
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and frequency (dw). We cannot distinguish between these variations without
monitoring the signal power.

b. Now consider the PDH strategy, illustrated below. Set wy = w(f) and add
a deliberate phase modulation of amplitude a and frequency Q <« woy/Q,
where Q is the enhancement factor of the resonance. Specifically, let the fre-
quency be modulated so that w(r) = wy + dw(t) + aQcosQr. Repeat the
calculation from (a) and show, ignoring 2Q and higher-frequency terms, that
oP = (%) SPy + (g%’;éw) af) cos Qr, where g:};‘w dw = e(r) functions as an
error signal. In the PDH strategy, we use a mixer to multiply the output
of the filter F(w) by cos Qt and a low-pass (LP) filter with cutoff frequency
< Q. Explain why this isolates e(f), the amplitude of the cos Q¢ term in 5P
and why the effects of amplitude variation in the original signal now give a
higher-order contribution.

A haive
PDH
YO—>O)’au( Q % jﬂ\
o
@o/Q'
o

I Ex

|
Y 0| Mod ’Lgﬂ Fe) | Mx [ = 1 [ —oe

The real Pound-Drever—Hall technique not only adds the physics of laser cav-
ities but also includes many subtleties, such as the advantages of working with
a higher modulation frequency Q > wy/Q, of working in reflection with an
intensity minimum (as opposed to the maximum analyzed here), and the cal-
culation of nonlinearities in the shape of the error function for larger frequency
excursions (Black, 2001).

Solution.

a. The given expression is simply the Taylor expansion of the power at a fre-
quency w. We get both terms because the power has an overall factor Py(z)
that can drift and well as a frequency w(¢) that can also drift. Choosing 3—5
at the point of maximum slope helps in that it makes the coefficient of the
variations that we care about (dw) as large as possible relative to the varia-
tions that we do not care about dPy. Still, the fundamental problem is that if
you use this signal to infer frequency shifts, you cannot be sure that you are
not confusing an amplitude shift. One strategy, of course, is to do a separate
monitoring of the power, eventually adding a feedback to stabilize it. Thatis a
reasonable strategy, but the PDH strategy, as we will see below, does manage
to isolate the frequency variation without the need for continual monitoring
of the signal power.
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b.

The first term, g—{,’o is unchanged. To understand the second term, we calculate
it in two stages. First, we Taylor expand in the frequency deviations. This

gives a term of the form,

P
(g—) acos Qt.

w

But now we have chosen a frequency near the top of the filter resonance where

g—i = 0, so that we can do a further Taylor expansion for nearby frequencies:

P &P
dw 0w,

Putting this result with the first gives the formula in the text. Choosing the
filter frequency so that w =~ wy is important because changes to the intensity
do not affect the equilibrium point (set point) in a feedback loop. (The error
signal is zero whatever the intensity is.) Note that the second derivative is only
an approximation that holds if Q is small enough that P(w) is approximately
quadratic about the maximum (or minimum).

The mixer works by multiplying the filtered signal by cos Q¢. The reference
has fixed frequency Q, but the signal, because of the slow drifts, will actually
have components at Q' ~ Q (but not quite equal to it). The cosine-product
trig identity

1
cos Qt cos Q't = 3 (cos(Q — Q')t + cos(Q+ Q')t) .

The term with (Q — Q') is near DC, while the other is near 2Q. By low-
pass filtering, we can isolate the near-DC term, which is proportional to the
amplitude of the cos Qr term in the drifting signal. All other terms, including
the one near DC in the original signal, are filtered out after mixing with the
reference signal.

11.21 Synchronization of the van der Pol oscillator to periodic forcing. Consider
i—e(l-x)x+ w%x = Fcoswt, a forced version of the van der Pol equation
introduced in Problem 7.17, with 0 < & <« 1. The forcing amplitude is weak
(F < &), and the detuning small (w/wy = 1 + O(g)).

a.

Assume a solution of the form x(f) = A e + c.c., with A an amplitude that
can vary on time scales £~'. Show that A = O(g) and A = O(&?). Then show
that

2 2
. (W w 1 ) F
A——l( - ]A+—g(1—|A| )A—IE.

2
Hint: Write ¥ + w?x = --- and include all other O(¢) terms on the RHS.
Substitute for x, multiply by e~*, and average over one period.
Rewrite (a) to give a generic amplitude equation, a’(t) = —iva+(1-la>)a—-if,

by rescaling and redefining quantities. Show that all terms are O(1).
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c. Write a in polar form, a = r ¢'?, and show that ' = (1 — r*)r — fsin ¢, with
¢ =-v-— /—: cos ¢. Does ¢ obey an Adler equation?

d. Simulate the forced van der Pol equation and find conditions for synchroniza-
tion. Compare to the asymptotic analysis based on the Adler equation. Use
the parametric plot (Lissajous figure) between x(¢) and cos wt to test for syn-
chronization. Reproduce the plots above at left, where £ = 0.1, wy = 1, and

(top two graphs) f = 0.4.

Solution.

a. We write the equations of motion
P+ wx= (w2 - a)(z))x+e(1 - x2)x+w%x+ F cos wt.

Let’s substitute x(f) = A e + c.c. into the LHS. Neglecting the O(&?) term,
we get

F+ wix = —wA €Y +2iwA e +4 ¥ +wPA el

~ 2iwA e .

We proceed similarly for the right-hand side. To simplify notation, we multi-
ply both sides of the equation by e~ 1. If we then average over a period 27t/w,
then all terms e” with integer m # 0 will vanish. This leaves

. 1
2iwA = (W} — w?)A +iweA — glAPAGw) + EF.

Here, we have changed F cos wt to %F e’ + c.c. Also, in the nonlinear term,
we have collected all contributions with two factors of A e’ and one factor of
A* e”1“'_ These combine to give contributions proportional to e’. Dividing
by 2iw gives the desired equation.

b. We define 7 = %st to be the slow time variable and A — a (no change needed).
Then

2 2
e, (W~ w 1 2 F
EQ(T)——I(T)A+§S(1—|A| >A_1%.

Dividing by 5 gives

w? — W? F
d (1) = —i(O—)A +(1-1AP)A-i—.
we 2ew

Defining

v

(wé—wz) _F
we )7 2ew

gives the desired equation. Notice that the assumptions on forcing and
detuning imply that v and f are both O(1).

response X(t)
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As a side remark, the forced van der Pol equation is special in lacking a non-
linear dependence of the limit cycle frequency on limit cycle amplitude (at
O(¢)). More generally, the scaled amplitude equation takes the form

a'(t) = —iva+a—|aa—ialala-if,

where a gives the frequency shift due to amplitude a.

c. Leta=re? Thend = (' +i¢’r) €. Substituting and then separating real
and imaginary terms gives the desired equations. Note that we use f e ¢ =
fcosgp—if sing.

We have already required F to be of O(e). If we further require f < 1, then

¥ =0-r»)f-fsing

has a solution r ~ 1. The f term is then a small perturbation. By contrast,
using r = 1 in the ¢ equation gives

¢’ =-v—fcosg,

which is a form of the Adler equation. (A trivial 7t/2 phase shift in ¢ converts
the cosine into a sine.) Unlike the r equation, the phase ¢ is neutral to con-

stant perturbations (the ¢’ = —v part). This is an explicit illustration of our
assertion that phase perturbations are “soft” while amplitude perturbations
are “hard.”

d. See code on book website. To reproduce the Lissajous figures, you have to
eliminate transient motion. The figures shown simulate to ¢ = 500 and show
only the last 20 time units.

The plot shows the numerically obtained boundaries between locked and
quasiperiodic (unlocked) motion, as judged crudely by Lissajous figures, as
demonstrated by the top two graphs. We can compare to the predictions of
the Adler equation. In scaled units, this is just f = |v|. Going back to the orig-
inal quantities, F, w, and wy = 1, we see that we expect lines F = 1 £ 4(w — 1).
These are the two straight lines shown in the plot. They are consistent with
the numerical results at small forcing F and start to deviate at higher val-
ues. (However, the method used to estimate the boundaries numerically is, as
already noted, rather crude.)

Note that an alternative to using a Lissajous figure to detect phase relations
is to use the Hilbert transform, which leads to a direct estimate of the phase
of the response. In the locked regime, this phase will be a constant relative
to that of the cos wr term. In the quasiperiodic regime, it will increase (or
decrease) linearly in time. This and many other details on this problem may
be found in Pikovsky et al. (2001).

11.22 Synchronization of N globally coupled oscillators (Example 11.9). Consider N
coupled oscillators obeying Eq. (11.53), with frequencies w; having symmetric
distribution g(w) and mean wy. Define the complex order parameter K = K e,
which can be viewed as a “mean field” that “externally” forces the oscillators.
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a. Show that Eq. (11.53) can be rewritten as ¢; = w; + K sin(@ - q)j).

b. Show that the synchronized oscillator frequency ~ wqy and that ¥ = ¢ — wot
obeys the Adler equation ¥ = wy — wo — &K sin Y.

c. Argue that for N — oo, a self-consistent condition for the order parameter
isK =Ke® = [ 7; dy el? ny(y), where ny(¢) is the distribution of synchro-
nized oscillators having phase ¢. Why do only the synchronous (and not the
asynchronous) oscillators contribute? Why is the integral over y?

d. Rewrite the self-consistent equations for K as 1 = ¢ f_ :[I//i dy cos? ¢ g(w) and

0=¢ f_z//i dys cos ¢ siny g(w), where w = wy + eK siny.

e. Argue that the second equation is satisfied if the mean frequency is wy, as we
guessed. Taylor expand the first equation about wy and show that there is a
phase transition at &, = @ from K = 0 to K2 = lgff(f:)’;]l)gg (€ — &), as shown
at right.

f. Integrate numerically the equations in (a), with N = 10° and g(w) ~ N(1,0.1?).
Reproduce the order-parameter plot at right for K(¢). The values by the three
curves indicate &/&.. Show that the synchronization threshold &, = V8/mo.

For details, see Kuramoto (1984) and also Pikovsky et al. (2001), Section 12.1.

Solution.

a. First, we note that we can separate the equation defining the order parameter,

N
‘K=Ke‘®=ﬁ E Cl¢k.
=

into real and imaginary equations:

N N

1 1
Kcos@zﬁjzzl:cosqﬁk, Ksin@zN;sinqﬁk.
Then,
de P
rRAs DI TR

J

= wg +

Z| ™
M=

1l
—_

(sin ¢ Cos ¢ — cos @ sin ¢>k)
J

= wi + K (sin O cos ¢y, — cos O sin ¢y)
= wi + K sin(® — ¢y) .
Notice that if ® and K were fixed external variables, we would have N

separate equations describing how each oscillator is forces by the external

periodic forcing. Here, the “external” forcing is provided by the synchronized
oscillators themselves.
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b. The symmetry of g(w) implies that the synchronized oscillators must oscillate
at the mean frequency wy, which is also the peak of the distribution g. Indeed,
wy 1s the only “special” frequency. With a more general, non-symmetric distri-
bution, the synchronization frequency must be determined self-consistently,
in a way that is similar to the equations we will write below for the synchro-
nization condition. Then, using the definition ¢, = ¢, — wpt and the result
from part (a), we write

i _don
e dr °
= Wy — wo + K sin(O — ¢y)
= wi — wo + €K sin(wot — ¢k)

= wy — wo — K sinyy .

c. We can view the order parameter as the estimator of an average quantity.
The self-consistent equation just writes down this average in terms of the
probability distribution ngy(y¥). Only the synchronized oscillators contribute:
intuitively, the order parameter reflects the contribution of the synchronized
oscillators, with the contributions of the unsynchronized fraction averaging
to zero for N — oo. The integral should be over the population of synchro-
nized oscillators. It is convenient to use ¢ as the integration variable (and not
¢) because that is the stationary variable.

d. To convert from the distribution of oscillators by frequency, g(w), to the
distribution of synchronous oscillators by phase, n,(¢), we use the change-
of-variables formula of probability theory:

n;(Y) = g(w) ‘j_(l;/)‘ = g(wo + &K siny) eK cosy .

Because probability distributions must be positive functions (as reflected in
the absolute value in the Jacobian factor), the range of ¢ is restricted to
(=%.+%), which makes cosy > 0. Then, with ® = wot and ¢ = ¥ + wot,
the self-consistent order-parameter equation becomes

K=K¢e®= fndlﬁei‘p ns ()

T

,K/f}”‘ffz fndl//ei”’Wg(a)o+sK siny) K cosyr,

7T
1= Sf dy cosy e g(wy + €K siny).

s

Writing the real and imaginary parts separately then gives,

7T/2
1= sf dy cos® yr g(wo + €K siny),

7t/2

7t/2
Ozsf dyr cosyr siny g(wo + €K siny) .

7t/2
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The integration range is now (=7, +7) to reflect the support of n,().

e. The second equation determines the frequency, which we already assumed
was equal to wy. Thus, all we must do is verify that it is satisfied. It is, since
cos and g are even functions of ¢ while siny is odd. Had we not been smart
enough to guess that symmetry implies that the synchronization frequency
must be wy, this equation would have shown us that.

For the first equation, Taylor expanding g to second order about wy gives

g(wo + €K siny) = g(wy) + %(sK sin w)z .

Then substitute:

7T/2
1= sf dwcoszzp [g(a)o) + %(sK sin zp)2 s

/2

T N T
e~ + &K —.
e58(wo) + &' K¢ (wo)
One solution to this equation is

KZO’ EZSC: 2

7tg(wo) *

For & > g; and |K| small, we can expand in (¢ — &) and find
T 32 1 T
0=(e- &) 5 8(wo) + £.K7g (wo)E ,

which implies

8g(wo)
2:—” 3(8—83).
lg” (wo)| &2
Again, we note that this equation is valid only near onset, i.e., for £ > &. and
small K. Note also that K > 0, so that we must take the positive square root.

f. See website for code.

11.23 Controlling chaos via the OGY method. Implement the OGY method and tar-
geting, to reproduce the plots in Figure 11.6. For targeting, write a function that
expands the range 1 + A1 and compute the range of possible images x; + Ax;.
Then count the number of further iterations (using A as control parameter) to
expand Ax; to a larger range Ax, that includes the target x*. You now have
a function between the range A + A2 and x, + Ax, that includes x*. Use this
function in a root-finder routine to predict the value of the perturbation A’ that
brings the system to x* in n iterations. Verify that the number of required iter-
ations grows logarithmically as the perturbation tolerance AA is reduced. For
plots, use € = 0.02 and xy = 0.5.

Solution.
See book website for code.

11.24 Time-delayed feedback for chaotic systems. Consider a control algorithm for
a signal y(7) that is based on K[y(f) — y(t — 7)], where K is a feedback gain and
7 is the period of limit cycle that you wish to stabilize. The control signal will
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vanish when y(¢) is periodic with period 7. Use this idea to stabilize the Rossler

equations, a canonical dynamical system exhibiting chaos. The equations for a

three-dimensional state vector (x y z)" are x = -y — zand, y = x + ay — K[y(t) —

y(it—1),and z =D+ z(x — ¢).

a. Simulate a time series y(¢) for 0 < ¢ < 300, usinga =b =K =0.2and ¢ = 5.7.
Start the control at t = 100. For K = 0 (no control), the motion should be
chaotic.

b. The method needs the period 7. To find 7 from the motion itself, calculate the
mean-square error of the control signal (after transients have died away), as a
function of 7. From the minima locations, find the periods to use in part (a).

Cf. Pyragas and Pyragas (2011), who show how to tune 7 adaptively. Note that
using a delayed signal turns ordinary differential equations into delay-differential
equations, whose infinite-dimensional state spaces are hard to analyze.

Solution.
See book website for code. You should find graphs resembling those below.

T YT TIT Y. Constant
| Cimele Period |
10 Period 2
-IO* T T i T T T 1
0 100 tmet 900 300
Control on
100
! Period | Constant Period 2

mean-square forcing
(%)
)

o
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12.1 Coarse graining. There are two steps: time averaging and then a nonlinear
“classification.” Here, we investigate the choice of time-averaging scale.

a.

Write a code to make time series plots similar to those in Figure 12.3 for
Xisl = X+ a (xk - xz) + vk, with v ~ N(0,v?). The control parameters are a
and v.

. Investigate the role of averaging time in coarse graining and reproduce

Fig. 12.4.

. Show that if the coarse-graining factor is too small, the resulting process is not

Markov by using the update law, pr.1 = A pi twice: p2 = A>pr. Compare
with pio = (A,) pr, where A, can be empirically estimated by looking at
frequencies of the four different state combinations. Does A% = A,? Average
a simulated time series by a “coarse-graining factor” ; then compute the ratio
of off-diagonal matrix elements (A2)g; / (A2)o1 as a function of v and coarse
graining (see left).

Solution.

a. Simulations were done using 107 time steps in the raw (fast) time series, before

averaging by the coarse-graining factor.

b. Time series for v = 0.15. You should get something resembling Fig. 12.4.
c¢. The ratio converges faster for larger v, as illustrated below.

Matrix element ratio

T T T 1
| 10 100 1000
Coarse-graining factor

Taking into account the constraints of accuracy (previous part) and Markov
dynamics (present part), we see that a factor of about 100 is appropriate for
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v = 0.15. More generally, for dynamics on a time scale 7, the averaging time
should be somewhat shorter than 7. We want to average as much as possible
to avoid high-frequency dynamics, but we do not want to lose any of the
dynamics at the chosen time scale. Coarse-graining works best when there
is a clear separation between the time scale of the desired dynamics and the
slowest time scale of uninteresting dynamics.

Note: An alternative test is to see whether dwell-time distribution in each
state is exponential.

12.2 Equilibrium and steady states of a Markov chain. A steady state is reversible if
the stochastic process forward in (discrete) time is indistinguishable from the
backward process. The steady state in a reversible Markov chain is also termed
an equilibrium state, as it is closely connected to the notion of thermodynamic
equilibrium. In the following, the matrix element A;; is the j — i transition
probability.

a. Detailed balance for a homogeneous Markov chain is defined by A;; p; =
Aji p;, for all iand j. Show that reversibility implies detailed balance, and vice
versa. Hints: Sum i over all n states. Also, consider P(x; = i, x; = j) and its
time reversal, along with sequences of N elements and their time reversal.

b. Show that the steady state of the two-state Markov model in Example 12.1
obeys detailed balance and is hence an equilibrium state.

c. For a diagonalizable, stochastic transition matrix A with no zero entries, show
that limy_,. AV = P, where each column of P is the steady-state distribution
p. Please interpret. Use the fact (or prove) that A = 1 is the largest eigenvalue.
Hints: p is a right eigenvector, and there is also a left eigenvector of all ones.

d. In order to use the detailed-balance condition for equilibrium, we have to first
solve for p. Kolmogorov derived a condition for equilibrium that depends
only on the transition probabilities A;;. In particular, a stationary Markov
chain is reversible and obeys detailed balance if and only if

Al’]fz Afzfz cee A[N—l(N Afo’l = AfoNfl A{,NflfN—Z ce Afzfl AflfN

for every finite sequence of states ¢y, €5, ..., €y for any length N. Show that
detailed balance implies Kolmogorov’s condition. The converse is trickier:
consider a very long path, fix ; = i and £y = j, sum over all intermediate
states €5, ..., {y—1, and use the identity from (c). Kolmogorov’s condition
implies that clockwise and counterclockwise probability currents around a
loop are equal for an equilibrium (reversible) state. Here, the j — i current
is Jij = A;j pj — Aji pi. In equilibrium, detailed balance implies J;; = 0: the
only way to have a nonequilibrium steady state is to have a loop with differing
clockwise and counterclockwise probability currents. Finally, as a corollary
of Kolmogorov’s criterion, show that steady states must be reversible for trees
— graphs with no loops. Cf. Kelly (1979).

307



308

Discrete-State Systems

Solution.

a. First, we assume time-reversal symmetry and prove detailed balance. We
denote the n states by {1,... ,n}, with probabilities p; to p,. Then

P(xgs1 =i, x5, = j) = POy = ilxx = ) PO = j) = Aij p; -

But reversibility implies that this is also equal to the time-reversed joint
probability

P(xger = joxi = 1) = P(xgar = Jlxe = ) Pl = 1) = Aji pi,
and hence we deduce the detailed-balance condition.
To prove that detailed balance implies reversibility, start with
Aijpj=Ajipi.

Since columns of A sum to unity (stochastic matrix), the sum over i is

Zn:Aiij = (Zn:AU] pi=M)p;= zn:Ajipi-
P ps ps)

The last relation expresses p = Ap in component form. Thus, detailed balance
implies steady state. To prove that it also implies reversibility, write the joint
probability of an N-element time series:

P()Cl = 51,...,)61\/ = fN) = P()C1 = f])P(Xz = 52|xl = fl) N
P(xy = Cylxn-1 = €n-1)
= P¢ Afzfl oo AfN[Nfl ’

where £ denotes the state at time k£ € (0, N). The time-reversed sequence for
the same set of states is

P(xy =€y,...,xy = €1) = P(x; = €y) P(x2 = {n-1|x) =€) ...
P(xy = tilxn-y = &)
=Piy Aty by - Abty -

Then using detailed balance repeatedly shows that these forward and back-
wards sequences are identical.
b. From Example 12.1, we have

1-ag ay 1 ap
A = N = .
( a 1- Cll) P= @ \a

Then, the detailed balance condition Ay pg = Ag; p1 18

ai ao
ao =a >
ap + a ap + a

which clearly holds for all valid ay and a;.
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c. The elements of the stochastic A are all in the range (0, 1). Since the sum of

each column is 1, the row vectorv = (111,...,1) is a left eigenvector with
eigenvalue 1. Thus, there is a (left) eigenvector with positive entries (all one)
with eigenvalue one.

The Perron Frobenius Theorem asserts that, for a positive matrix A, there is
a unique eigenvector (up to constant scaling) with all positive entries whose
simple eigenvalue A, is real and positive. Further, for all other eigenvalues,
|| < Amax. For A, we have proven that the (left) eigenvector is all positive and
that the corresponding eigenvalue is also 1. Thus, A« = 1.

Writing A in diagonal form, we have

AN = RD"R7',

where the diagonal matrix is raised to the N’th power. Since the largest
eigenvalue is 1, we have

v 1

DV = ) -

Then we note that the matrix R has the structure p,v,,...,v,. That is, each
column is a right eigenvector of A, with p corresponding to 4 = 1 and v,
corresponding to A, and so on. Similarly, R~' is made up of row vectors that
are the left eigenvectors of A. The top row vector corresponds to 2 = 1 and
is given by all ones: 111 ... 1. This arises from the normalization condition
for all columns of A. Now, we put this all together to write

P1 1 1 1 -+ 1
D2 0

P=lim AV =| .

N—oo :

Pn 0
pl pl e p]
P2 P2 P2
Pn Dn Pn

To interpret this result, we notice that Pv = p, for any normalized initial
distribution v. We can see this by writing
prop1oc pr) (v pi(Xv)) (P
p2 P2 p2||v2| [P2(Zv)| |Pp2
Pv = . . . . = . = . = p’

Pn DPn Pn Vn pn(z Vi) Pn
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since 3,7, v; = | (normalization). Thus, whatever the initial distribution v,
the long-time dynamics of the Markov chain converges to p, as expected.

. We first assume reversibility. Then detailed balance holds, and we can write,

for a cycle of N states,

Aflfz pfz = Afzfl pfl
A[gf} p[g = A€3[2 p€2

AZN—IZN bey = AfN[N—l Py

Afol pe = AflfN pey -

Then multiplying all these equations together and canceling the common
factors of p gives Kolmogorov’s condition.

Going the other way—proving detailed balance starting from Kolmogorov’s
condition—is trickier. We outline the basic steps here, following Kelly (1979).
We begin with Kolmogorov’s condition, recopied for convenience:

Ape, Aty - Ay ity Atyer, = Atytn Aty ity -+ Aty Ayty

Now, let us fix states £; = i and £y = j and sum over all possible intermediate
states {5, ... ,{y—1. Recall from the definition of matrix multiplication that

2 _— . .
(4%), = Z[:A,f A
Using this identity repeatedly then gives

Z Aiey Avyey - Ay, jAji = Z Ajoyy Aty lys -+ Avi Aij

0. v 0r..0n1
N-1 _ (AN-1 -
(A )ij Aji = (A )ji Aij
pidji = pjAi
Aji pi = Aijpj-

To go from step two to three, take the limit N — oo and use the result from
(¢). Thus, the matrix element only depends on the first (row) index and is
independent of the second (column) index. Note that the N — oo limit is justi-
fied because Kolmogorov’s criterion holds for every path, including arbitrarily
long sequences of states.

Kolmogorov’s criterion immediately implies that for any network graph of
transitions that can be represented as a tree (graph without cycles), the steady
state must be an equilibrium, reversible state. The argument is simply that
Kolmogorov’s criterion is for a cycle of states. But for a tree, there are no
cycles. Thus, at least one of the connecting transition probabilities must equal
zero in both directions. That is, there must be at least one Ay, = Ay, = 0.
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Then the criterion is always satisfied. Indeed, you need cycles to have the
possibility of non-equilibrium steady states.

12.3 Kinetic proofreading. Many biological systems have error rates far below that
predicted by the Boltzmann distribution of equilibrium thermodynamics. A sim-
ple nonequilibrium model can model this phenomenon. Consider the three-state,

_ R
discrete-time Markov model depicted at right, with A = ( R kea oA ) @ @
R R+A  1-2R+A R R
a. Find the steady state of the Markov chain. Res// 4
b. Using Kolmogorov’s condition from Problem 12.2, show that the system is in R @

equilibrium (reversible) if and only if A = 0.

c. Show that choosing A controls the ratio f}—f to be in the range (% % .

d. Find the nonequilibrium current J(A) circulating around the loop.

e. Compute the steady state when you convert the cycle into a linear chain by
setting A3 = A3; = 0. For this chain, show that ;’—f is independent of A.

The connection with kinetic proofreading is that adding a “useless” node 3

and creating a nonequilibrium cycle alters Z—f without changing A, or Aj;.

Solution.

a. The steady state is given by the eigenvector of A corresponding to the unit
eigenvalue. Using Mathematica, we find

1

3

+

=

|
D= Wi
©l ol
x> >

b. For A = 0, all states are equally likely (p; = %), as is obvious from the transi-
tion diagram. For a three-state system, there is only one possible non-trivial
Kolmogorov condition for equilibrium, which is

An Ay Az = Az Ap Az,
which implies
(R+A)RR=(R-ARR.

This relation obviously holds only when A = 0. Note that two-state paths
trivially satisfy the Kolmogorov condition, since they are simply

Ape, Aty = Agye, Aryt, -
The ratio Z—f is given by
P2
P1

I

|
SN IR
| >

For A = 0, we recover fj—f =1.



312 Discrete-State Systems

c. Since all elements of A must be positive (the elements are physically transition
rates, which cannot be less than zero), —-R < A < R. At the upper bound,
P2 = 45 at the lower, 22 = 3. (We could do better by altering the rates of
1 — 3 and 3 — 1 transitions or by not requiring A»; + A3; = 2R, as well.)

d. The current J,; in the clockwise direction (1 —» 2 — 3 — 1) is given by
Jo1 = Ao p1— A pa = +5A.

Thus, the higher probability in p; relative to p, is accompanied by a current
from 1 to 2. The direction of the current traces back to difference between
the 2 — 3 transition probability, R + A, and the 3 — 2 probability, R — A.

e. Breaking the 1 — 3 and 3 — 1 transition creates a linear chain (see below),

OF= 00

and the transition matrix becomes

1-R R 0
Alinear = R 1-2R-A R-A
0 R+A 1-R+A

The single steady state is the eigenvector with unit eigenvalue:

R-A
3R-A
_ | rR-A
Piinear = | 3r-A
R+A
3R-A
Thus,
P2
Z =1,
P1

for all A in this linear-chain case. The result again illustrates the conclu-
sion, proved using Kolmogorov’s criterion above, that the steady state for a

[
network with a tree graph must be in equilibrium and reversible.
0 e® © 12.4 HMM with continuous observations. Consider a two-state, discrete-time, sym-
j_’ﬁﬁ metric Markov model with hopping probability ¢ and states x; = +1. Let the
Discrete observations y; = x; + & be continuous, with & ~ N(0, ).
Continuous a. Write code to generate a hidden Markov sequence with both discrete and

continuous observations. Match the noise variance £ to b, as in Eq. (12.7).
Solve the filtering problem for continuous observations. Compare plots of
a time series for a = b = 0.1. Plot the true state x;, the observations (solid
markers at left), and filter estimates (hollow markers). First, generate the
continuous observations; then use them to form the discrete symbols via the
sign operation.

0 Time Step
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b. Show that the filter performs slightly better using continuous observations.
Hint: look at the vertical arrows.

c. For 0 < b < 0.5, compare the entropy with that of the equivalent
HMM having two observation symbols, defined as in Eq. (12.7). You
should find something resembling the plots comparing filter and smoother
in Section 12.2.1.

Solution.

a. For b = 0.1, we have o ~ 0.39, to match the two in terms of error rates.
b. We solve P(xi.; = OYN(0,0?) = P(xger = 1YON(1,0?) for y* = y*. The
dividing value y* = 0.165627.

For discrete observations, the true state is 1 but the observation is 0. This
fools the filter, which infers X9, = 0. But in the continuous case, yo, ~ 0.3,
which is below the midpoint, 0.5, between the two states. In this case, the
prior “wins,” and the filter estimates a 0 state, even though the observation is
closer to 0 than to 1. The extra information in y; helps. In more detail, show
that if the prior probability to be in state 1 is 0.999937 (the value for the graph
in question), then an observation y* > 0.17 will lead the filter to conclude that
the most likely state is 1. That y* is so much less than 0.5 reflects the strength
of the prior.

¢. You should find something like the plot below, at left for a = 0.02 and time
series that are 103 long. The continuous observations lead to slightly lower
entropy than do the discrete observations and thus to slightly greater cer-
tainty. As before, this difference goes to zero for b — 0, 0.5 (very high
and very low signal-to-noise ratios). As before, the maximum benefit is at
intermediate values of the signal-to-noise ratio (right plot).

0.1
B 2
) =2
= 3
2 o
o B
= c
c i
w <
0.0
0.0 0.5 0.0 0.5
Symbol error rate b Symbol error rate b

12.5 Confidence bound for state estimates.

a. For the filter, derive Eq. (12.11) and reproduce its associated plot.

b. For the smoother, show that the maximum confidence
(1-a)(1-2b)

L 1 P (1)
g =5 a2 +(1-2a)(1-2b) )
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Solution.
a. We start from Eq. (12.10):

1 _
POx = 1 =)= — Pox = 1l = 1) 7 Pl = Hoe) P! = 1).
N—— k S~———————
P 1-b Xe—1
The terms in the sum are
P(xi = 1xi1 = DP(xjy = 1P = 1) = (1 —a)p”
P(x; = ey = —DP(xsy = — 1P = 1) = a(1 - p"),

so that
1
pr= Z—(l - b1 -a)p® +a(l - p)].
k

Evaluating the other term in the partition function similarly gives

. (1= B = a)p* +a(l = p)]
(I=B)(I—a)p* +a(l = p)] + bl —a)(1 = p*) + ap’]

p

a (1 =b)a+ p*—2ap*)
(1 =b)a+ p* —2ap*) + b(1 —a— p* +2ap*)

_(A=-Dbl+a+p(-2a)]
1+ pr(1=2a)(1 - 2b)

This gives a quadratic equation for p*:
(1= 2a)(1 = 2b)(p*)> —[1 - 2b + a(db - 3)p* +ab - 1) =0,
whose relevant solution is

_ 1-2b+a(4b-3)+ ya® + (1 - 2a)(1 — 2b)>
- 2(1 = 2a)(1 - 2b)

*

p

Setting a = 0.2 and b = 0.3 gives p* ~ 0.851629. The confidence in a given
state can go no higher than this value. The high chance (b = 0.3) that a
symbol is wrong limits the confidence of an estimate, no matter what the
observations.

For b — 0, the confidence bound goes to 1. Thus, after observing a long
series of +1 states, we will be sure that the true state is +1, as there is little
chance the wrong symbol was received. The confidence limit then drops as b
increases.

For b = 0.5, an observation gives no information at all about the underlying
state and the confidence is accordingly p* = 0.5: you may as well just flip a
coin.

The case b = 0.3 is indicated by dashed lines.
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b. For the smoother, we start from Eq. (12.12) and write

P(xpp1lxi = 1) Pl lyY = 1)
P(xpslyk = 1)

Pl = 1D = 1) =Pl = 1} = 1) )

Kk+1

Substituting ¢* = P(x|y" = 1) and p* = P(x; = 1|y* = 1) for any k gives

7= Z P(xpstlxi = 1) P [yY = 1)
— P(xgaly* = 1)

(_-ag  al-g)
a+p*=2ap* 1-a-p*+2ap*)’

which we solve for ¢*:

o _ __ pIp +ad - 2p)]
1 —a(l-2p*)?-2p*(1 - p*)

:1[” (1 -a)(1 - 2b) ]
2 Va2 + (1 = 2a)(1 - 2b)?

where we have substituted for p* in the last expression and simplified. Using
a computer-algebra program is very helpful here! Plots of p* for the filter and
q* for the smoother are given below, for a = 0.2, as a function of the symbol
error probability b.

q

smoother

filter :

Again, we can look at limits. For a = 0.5, we have ¢* = 1 — b, as before with
p*. Again, this corresponds to the idea that extra information beyond the
current observation is useless. Thus, past and future information are equally
useless, implying that we expect the same inferences whether based on filter
or smoother.

For a — 0, we can Taylor expand, to find
. b(1-b) , 3
=l —= .
q (1—2b)2a +O0(a’)
12.6 Phase transition in discord order parameter D.

a. Using the argument given in Section 12.2.1, derive Eq. (12.15).
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b. For the smoother case, let yV\ refer to all observations except y;. Explain why
the condition to be imposed is now P(x = 1|y, = —1,y"* = 1) = 1.

c. Show that P(x; = IyM* = 1) = %P(xk = llyfcv+1 =) P(x; = 1y = 1).

d. Justify P(xlyy. ) = P(xly*™") and then derive Eq. (12.16).

e. Simulate the HMM and, for given a, scan b until © > 0.001 in order
to reproduce the numerical threshold data at left. Do for both filter and
smoother.

Solution.

a. We start from Eq. (12.14) :

1
P(xps1 =y = =1,)F = 1) = 3
From Bayes’ theorem,

P(xir = lyer = =1Ly = 1)

PO = —lxer = LyE="1) P(xy = 1YF = 1)

- POyt = —1pF = 1)

POt = —lxger = 1) Py = 1yF = 1)

T Y POt = —1x) POyt = 1)

~ b[(1 - a)p* + a(l - p*)]

" b[(1 - a)p* +a(l = p)] + (1 = b)lap* + (1 —a)(1l — pH)]’

where p* = P(x; = 1]y* = 1) is the maximum confidence for the filter estimate,
a solution of Eq. (12.11). See Problem 12.5, too. We thus solve
bl(1 —a)p* + a(1 - p)] _1
bl(1 —a)p* +a(l = p)] + (1 =D)ap* + (1 —a)(1 - p)] 2~

where

. 1=2b+a(db-3)+ ya + (1 - 2a)(1 - 2b)
p= 2(1 = 2a)(1 - 2b)

From a symbolic-algebra program, we find that this equation reduces to

b(l-a+ya®+(1-2a)(1-2b) 1

(1-2b)1+a- va>+ (1 -2a)1-2b?) 2

Squaring and simplifying gives
Qb-1)(*-b+a)=0,

which has solutions » = 1 and b = (1 £ V1 —4qa). The relevant solution
for the phase transition has b < %, which corresponds to the negative root,
as described in Eq. (12.15). It is amazing that such a complicated expression

simplifies so much!
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b. For the smoother, the condition

1
Pl = 1y = -1,yM = 1) = 5

is directly analogous to the condition for the filter,

_ 1
Ploe=1lye = =1,y =) = 5.

The difference is that we now assume that the future observations are also
uniform. We then ask if the present observation contradicts both past and
future, do we trust it or do we use the inference?

. We use Bayes’ theorem and the Markov condition:

Pl = 1pyM = 1)
=Py =1y =1Ly, =1

l - —
= zP(ykN+1 = 1lxe = 1,5 =T P(x = 1P = 1)
1 —
= —P(u = 1)y = D PO =D/Plr=T) Pl = 1/ = 1)

1 _
= zP(xk =1y, = DPxy =1y =1),

where we cancel P(ykN+1 =1 and P(x;) = % as they do not depend on x; and
similar terms show up in the normalization coefficient Z. After cancellation,
the normalization is, explicitly

Z=3 P =1hp,, = DPO = 1" = 1)

Xk

. The condition, P(xk|ykN+1) = P(x|y*™") is perhaps the trickiest to see. The idea
is that the observations are just symbols. Thus, when evaluating the two con-
ditional probabilities, we get exactly the same thing using future observations
as with past. The sole difference is that P(xz4q]xx) — P(xi|xer1). But these
are equal for a long time series that is in “equilibrium,” as the Principle of
Detailed Balance tells us:

P(xpsr|xr) P(xx) = P(xglxes1) POoer) -

If the equilibrium unconditional probabilities P(x;) = P(xgy1) = %, then we
conclude that P(x.1|xx) = P(xglxes1)-

Putting it all together, our equation is

1
Pl =1y = =1,yM = 1) = Z POk = ~1lxc = 1) Pl = 1yMe = 1)

= %P(yk =1 = D[Py = 1Y H]* = %
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Using our earlier results for the filter, we have, for the explicit condition,

b(a+p*—2ap*)?
(a+p*—2ap*)?+(1—a—p*+2ap*)?
b(a+p*—2ap*)? (1-b) (1-a—p*+2ap*)?
(a+p*—2ap*)*+(1—a-p*+2ap*)? (a+p*—2ap*)*+(1—a-p*+2ap*)?

D=

where

B

_ 1-2b+a(4b-3)+ a? + (1 - 2a)(1 — 2b)>
B 2(1 - 2a)(1 - 2b)

Again, an amazing simplification leads to the roots in Eq. (12.16).

12.7 Learning an HMM. Find the parameters a and b of a symmetric, two-state, two-
symbol hidden Markov model. Write a program to generate an HMM time
series of length N, given a = 0.2 and b = 0.1. Call a standard optimization
program that can take the output series yV and initial guesses for a and b and
return estimates @ and b based on minimizing the negative log likelihood func-
tion, Eq. (12.21). For given N, repeat enough times to estimate the mean and
standard deviation of each parameter and then compute the relative error, vs. N.
Use the true values of @ and b as initial guesses for the optimization. Reproduce
the plot at left.

Solution.
See book website for example code. With N = 10%, the accuracy is ~ 5%.
12.8 Gridworld. Code Example 12.2:

a. Create the 6 x 6 transition matrices P(x’|x, u) for each of the four decisions
u={N, E, S, and W}. Each column should sum to one. If a move would leave
gridworld, the system stays in its current state. Thus, for example, P(x’ =
Ilx = 1,u = N) = 0.8 + 0.1 = 0.9. You are in the NW corner trying to
go N. You cannot go north, which adds 0.8 from the forward branch. You
cannot go west, adding another 0.1 from the left branch. Include rules for the
termination state, too.

b. Reproduce the tables of optimal utilities and policies with greater precision.

¢. What happens if you always move forward and never go left, right, or back?

Solution.

a. The four transition matrices are

09 08 0 0 O O 0r or 0 0 O O
0 01 08 0 01 O 0r 0 01 0 O O
0 0 01 0 0 01 0 01 01 0 0 O

0r 0 O 1 08 O 08 0 O 1 01 O
0 01 0 0 01 038 0O 08 0 0 08 0.1
0 0 01 0 0 0.1 0o 0 08 0 01 09

P(xX'|x,N) P(x'|x,E)
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01t 0 0 O 0 O 09 01 0 O O O
08 01 0 O 01 O 01 08 01 0 08 O
0 08 09 0 0 o0.1 0 01 09 0 0 038
01t 0 0 1 0 O 0O 0 O 1 01 O
0 01 O O 01 O 0O 0 0 0 0 01
0 0 01 0 08 09 0 0 0 0 01 01
P(x'|x,S) P(x'|x,W)
b. The optimal utilities are
0.590 10 7.246 10
-1.099 -8.594 4372 -2.644
-1.225 -1.249 2415 0.550
y=0.2 y=0.9

The algorithm converges much more quickly at small y (0.2) than for larger
values (0.9). Remember that we need to convert these 2 x 3 matrices to 6-dim.
vectors for the algorithm.

c. If you always move forward, the problem becomes deterministic and you
always move in the least-bad direction.
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13.1 Most general unitary operator on a qubit. Show that

a.

the most general two-dimensional Hermitian operator can be written H =
col + ciox + 20y + c30;, where the ¢; are real and the o, are the Pauli
matrices;

the associated unitary transformation can be written U = exp—(iHt/h) =
eitpﬁvtr;

and ™7 = cos @l + ising (i - o), where i is a 3d unit vector and o is the
3-vector of Pauli matrices. Hint: show that (72 - o) = I, the 2 x 2 identity
matrix.

Solution.

a. The most general 2 x 2 Hermitian matrix must be of the form

“=(z %)
# ,y’

where «, 8, and y are three arbitrary complex numbers. Because H is Hermi-
tian, it satisfies H = H', which implies that the off-diagonal elements must be
B and 8* and that a and y are real. Next, we expand

Co 0 0 C1 0 —iCz C3 0
col + c1ox + 20y + c30; = 0 + o 0 + iy 0 + 0 —c5
_fcotcy c—ic
ci+ic; cop—c3 ’

Matching terms with the general expression for H shows that the two forms
are equivalent.

b. From Eq. (13.6) and part (a),

U = e—th/h — e—ico]I+clo'X+czo'y+630'z
— e—icot/h]I e—it/h(clo'x+czo3,+030'z)

— e—icot/h e—it/h(clo'x+cz0'y+C3o'z) )
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The e~ i"/" T term separates from the rest of the expression because the iden-
tity matrix commutes with all other matrices. We can set the e~/ term to 1
because it is just a global phase factor. Thus,

U = e~ 1aioxtero, 60 = olod — oo5 o+ ising (- o),

c. First, we show that (i - 0)> = I, the 2 x 2 identity matrix.

(m - 0')2 = (myo + myo, + mZO'Z)2

= 202 + m20? + nio?
0 0

0
+ mxmyw+ m},mZW; m.m, (0,0, 0;)

=(my+m, +m)I+0=1,

where 07 = o} = 07 = I (as can be verified directly) and o 07, = —07,o, (and
similarly for the cyclic permutations). Finally, 7 is a unit vector. Next, we

expand the matrix exponential in a Taylor series:

M =T+ipm-o— 19 (- 0) - ¢ (m-0) + L' (m-o) + -
=I[+i<prh'0'—%go21[—3—i!¢p3ﬁz~a'+ %¢4]I+-~

A

:(1—2l!<p2+4l!¢4—-~-)}1+i(<p—%go3+~-)(m-O')

=cospl+ising (i -0).

which is an explicit form for U that is a linear combination of the four matrices
{]Is O-Xs 0-}'7 O-Z}'

13.2 Feedforward control of a qubit.

a. Show that if o> + |82 = 1, then U = (2 4 ) is unitary and transforms the
normalized state |y) = @|0) + B|1) to the target state |1).

b. To interpret U as a rotation of |yy) on the Bloch sphere, show that R, (¢) =
e_i§”‘" rotates |/) by ¢ about the z-axis on the Bloch sphere.

c. For a state |i§) that lies in the x-z plane, show that R,(¢) = e’ig‘rf“ rotates |yr)
by ¢ about the y-axis on the Bloch sphere.

d. Using (b) and (c), show that U can be decomposed into a rotation by —¢
about the z-axis followed by a rotation 7t — 6 about the y-axis. Write the
two rotation matrices explicitly and show that the resulting U has the form
supposed in (a).

Solution.
a. First, we show that U is unitary:

_(B -« i_(B @
U‘@*ﬂJ = U‘Lw Q’

321



322

Quantum Control

and

c (B —a\ (B @\ (IBR+]aP 0 \ (1 0
vy ‘(a* ﬁ*)(—a* ﬁ)‘( 0 |a|2+w2)‘(0 1)’

where aa* + 88* = |af?> + |8]> = 1. Thus, U is unitary. Next, we apply it to |):

UW) = (f ;f) (Z) = (a/a* . ﬁ’ﬂ*) ) (?) '

Thus, U controls the initial state as desired.

. We start by constructing

14 ..
R.(p) =e '27" = cos £1 —isin {0,

N
(cos% —isin % 0 ) e'2 0
= ¢ cin @ = e |-
0 cos 5 +isin 5 0 el2

Next, we apply this operator to |i):

7190 é g
e 12 0 cos 5 @ COS 2
R ¢ | > 1 i e 12 i ]l '
Z( ) l!/ [ 0 el§] (el¢ sin g) ew*"@) si g

In the last step, we pull out an overall phase factor, as we are free to do. Thus
R, makes ¢ — (¢ + ¢) in |y), which corresponds to a rotation by ¢ about the
z-axis on the Bloch sphere, as claimed.

. If |y) lies in the x-z plane, then ¢ = 0 and

A rotation R,(p) about the y-axis has a matrix representation

@ ")
14 coss —sin%
Ry(p) = e '2% =cos g}l —isin %0.\' =" 2 2
’ sin£  cos ¥
Applying this to |) in the x-z plane gives,
cos £ —sin%)(cos 4 cos @
R)(QD) |l//> = sin @ ° 0 = e | °
2

COos 7 Sin 3 S >

which is indeed a rotation by ¢ about the y-axis.

. We put these together to understand how U maps a general state |¢) = «|0) +

BI1) to the target state [). We first apply R.(—¢), which rotates the state from
¢ to 0, which is in the x-z plane. It is not at an angle 6 from the north pole,
|0y, and we want to rotate it to the south pole, |1), which is obviously done by
rotating about y by an angle (7t — 6).
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The last step is to check that this gives a net U of the claimed form. Remem-
bering that operators act first from the right and progress leftwards, we

have
(7-6) . (=0 [ ;2
Cos ~—— —sin-—5—][e'2 0
U=R(m—-0)R(-¢)=| . () (6 )
s —— COS —— 0 e '2
sin? —cos?)(eiz 0
_ 2 21(¢€
cos? sind -i5
2 2 0 e 2
N ¢
-9 i5 0 —i5
3 siny e2 —cosze 2 =(,3 —a)
- 4_5 - Q/* %
cos% e'2 sing e '2 B
where

N Rt _ b [ois
a=coss (e s ,B:smi e .

In other words, U has the form claimed in the problem. We could also
express U as a single rotation on the Bloch sphere, but the decomposition into
elementary rotations about the z- and y-axes given here seems more intuitive.

13.3 Spin-% particle in a constant external field. Consider a spin-% particle in a
constant field By Z, whose normalized state at = 0 is given by [(0)) = «|0)+8|1).

a. Solve the Schrodinger equation to find |y(1)).
b. Show that (u,) and (u,) precess about 2 at a frequency wy = yBy.
c. Show that the field does no work on the particle (expected energy is constant).

Solution.

a. In units where 72 = 1, the solution to the Schrédinger Equation is

b)) = e y(0)) .

For a constant magnetic field along the z-axis,

I 0
—_1 _ _1
H——E'yB()O'Z——Ew()(O _1) .

Since H is diagonal and since [¢(0)) = |0) + BI1) = (), we have

iwot/2 0
|wm=fo gmm)@)

—
e~ iHt [ (0))

a elw/2 a(t)
= (ﬂ e—iwol/Z) = (t)) =a()|0) +B(H)1).

Note that |y(f)) stays normalized. That is, (W) | )y = 1, since (@) +
BOP =P+ 8% = 1.
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b. Since only the relative phase of @ and 8 matters, we consider the initial con-
dition variable « to be real and let 8 — Be'?, with 8 now taken as real and
0 denoting the relative phase. We then evaluate the expectation values of the
magnetic moment 1, = 1yo:

() = W] Syor ()

=37 (@@ /3(0)(1 0)(ﬂ(t))

= Ly [ @) + B (1) a(t)]
= %fyaﬁ [e_ wot—6) + e+ K‘U[)t_e):l

= yaf cos(wot — 6).

Similarly,
() = W) 30 (D)
0 —i\[(a()

_ 1 * -

= (o po) (i O) (t))

= 37 [~ 0B + B (D) a0)]

— %}/Q’,B [_ e— Kwo[—G) + e(iwo[—ﬁ):l

= —yapf sin(wot — 6).
The two components thus trace out a circle of radius yaf that rotates at the
Larmor frequency, wy = yBy. The classical picture is a unit vector at an angle
with respect to the field axis (3) and precessing at frequency wy about the 3
axis. Note that if we define the x-axis to be along (u,) at t = 0, then the phase

6 =0.
c. We compute the energy:

E = (H) = ()] 30007 [§(1))

~tan(wo o)l 5 (5]
Yo [l - 1B)P]
= %a)o (a/2 - ﬁz)
%a)o (2a'2 - 1) .
So, as 0 < a < 1, the average energy ranges from —%hwo to +%hwo and is
constant.

134 Spin-% particle in a rotating external field. Consider a spin—% particle in a
time-dependent field consisting of a stationary 2 component B, and a rotating
horizontal component B (¢) = Bi[cos wt X + sin wt §]. Define w, = yBy.

a. Find the Hamiltonian in a frame that rotates about Z at frequency w by
applying a rotation of angle wt to the Hamiltonian.
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b. Write the Schrédinger Equation in coordinates that rotate with phase —wt
and thereby show that the field becomes static, with yBey = —%(yBo +w)o, +
%yBla'x.

c. Using (a), solve the Schrodinger equation in the rotating frame and transform
back to the original frame of reference to get [/(¢)). With [(0)) = |0), show

(1y(0)y = &' [% sin(%at)} , a= /(w+w)?+ wk.

d. Show that at resonance, w = —wy, the average energy E(¢) = —%hwo cos wit.
The rotating field thus pumps energy in and out of the system periodically.

Solution.
a. In units where 72 = 1, the Hamiltonian H = —u - B = —%yB -o. Attimet =0,
the B vector lies in the z-x plane, and

H(0) = -5y(Byo + Bioy) .

In coordinates rotating about 2 at frequency w, we have H(t) = U(t) HO) U™ (¢),
with U(t) = e” ¢Sz = ¢7i@7:/2_ The spin operator S, = 1#i0, = 1o, with 71 = 1.
Since [U(¢),0,] = 0,

H() = —%’)/(BO Uo'ZUT + B, e lwio:/2 o, e+iwt0':/2)

—iwto, /2 o€

)

= —%(UJ()O'Z +w; € +1wta’z/2)

where wy = vyBj defines the Larmor frequency and w; = 7yB; the Rabi
frequency.

b. We transform the Schrodinger Equation into coordinates rotating at —wt by
multiplying both sides of id,|y) = H|y) by U'(¢). Thus,

iUT O d,lw(t)y = UT(1) U(t) HO) U’ (1) (D) = H(O)|D(D)),
~—

H(t)

where U'ly) = |®) and UUT = 1. Taking a time derivative of the definition
gives

d1®) = 8, (U'p)) = 3wor. UTlyy + U'd ),
so that iUT 8,|y) = i,|®) + Jw o, |®) and
i0|®) = [H(0) - Jwo]|®) = Her | D) .
Then H(0) = —(woo; + wy0,) is transformed to

Hegr(1) = =3 [(wo + 0o + w1074],

which has no time dependence (in the rotating frame) and implies an effective
static field via Hey = =1y (B - 0).
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c. In order to be able to use the identity in Part (a) directly, we rewrite

1 - 1 (s
Hepi(1) = —5[(wo + w)o; + w1074] = —5a(- o),
where
w1 Ox
n-o=-| 0 oy, a= (w0+w)2+w%

Wy + W g;

Since # is a unit vector in the xz plane, (it- o) = L.

Now we can can solve the Schrodinger Equation in the counter-rotating
frame:

D)) = e |D(0))
with [®(0)) = UT(0) [(0)) = |0).
From the identity proved in Part (a),
o~ itHer) — g alire) _ cos(%at) I + isin (%at) (- 0)
cos (lat) M sm( at) '“’—‘ sm( at)
- ﬂ sm( at) cos (%at) M sm( at) .

With the given initial condition |®(0)) = |0),

cos (Lar) + 222 gin (1) i 5in (Lar) ] [1]

lo sm( at) cos(%at) Msm( at) 0

(1)) = [

) [cos(im) 4 foo) o (1 m)] |

L sin ( at)
Finally, we transform back to find
. —iwt/2 0
|wm=awwﬂmm=fo WWJ@m>

= g w2 [cos (%at) + i(on+w) sin( at)

[0) + el [ sm( )]ll).

Notice that the initial condition is correct: [(0)) = |0).

. To save space, we write [(?)) = a(2)|0) + B()|1). At resonance, w = —wy and

a = w;. Thus,
_ w2 1 i o—iwt)2 i (1
a(t) =e cos(zwlt) s B =ie sin (Ewlt) s
and the Hamiltonian H(¢) becomes

H(t) = =1 (wo 0. + wy 2 o, emion2)
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The operators in the w; term can be written

eitut/2 0 0 1 e—imot/Z 0 0 eiwt
( 0 eiwt/Z) (1 0) ( 0 eiwt/Z) - (eimt 0 ) ’

which implies that the Hamiltonian is

H(t) = —% (a)](;)(_)iwt a)_l(il::t) .
Then
E@®) = W HO (1) = =3 (" B7) (M‘? iwr w_lf,(, ) (;)
‘ 0
=-1 [wo (I = 1) + 201 Re (e*aB) }
= —%a)()COS(A)ﬂ,

where [a|*—|8* = cos? (%wlt)—sin2 (%wlt) = cos w; . The second term vanishes
because the product is purely imaginary. Thus, the average energy E(t) oscil-
lates at the Rabi frequency w; from —%hwo to +%hw0. The classical picture is
that the spin flips up and down along the z-axis.

13.5 Optimal control of a two-level system.

a.

b.

Derive Euler—Lagrange equations for |¢), |1), u,, and u,. Show that |y) and

|1) each obey Schrodinger equations and that uy,,, = (1/n) Re (Aoy ).
Show that it, = (wo — %Re (Ao y))u, = ku,, where k is constant in time.

Similarly, show that &, = —ku, and hence, that the optimal control is of the
form u, = A cos wt and u, = Asinwt, where A and w are free parameters.

. Using the optimal controls, evaluate the cost function and confirm

Eq. (13.24).

. Show that J(w, w;) is minimized when w = —wq (resonance condition for

the rotating field). Then minimize over the remaining variable, w;, and
confirm the statements made in the text about the small- and large-n lim-
its. Qualitatively, how would your conclusions change if J depended on

~(@)IP () ?

Solution.

a.

From Egq. (13.20), the augmented cost function is
J =1 - @DP + %’7[ dr (u)% + uﬁ) +Re f dr (A| (—id, + H) |v),
0 0
with

1
H(t) = —5(wo0; + uyoy + uyoy) .
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The Euler-Lagrange equation for variations with respect to the wavefunction
hyr) is
d{ ar aJ'
dr (a(a—w») " o)
The Euler-Lagrange equation for variations with respect to the adjoint (4] is
o)
dr \ 0(0,A]) oA

= -0l =(AH, A = =W (7)|Py .

= i0) = HW), and [¢(0)) = [0).

Notice that both |i) and |2) obey the Schrodinger equation (remember i — —i
when taking the adjoint). This identity is special and results from H = H' and
the fact that the running cost L( |/), u) depends only on the controls u. (One
can make a similar statement, with analogous qualifications, for the classical
case: if the running cost L(x,u) depends only on u and if the dynamics are
linear and without dissipation, then the state obeys x = Ax and the adjoint
A=-4AT2)

The Euler-Lagrange equation for variations with respect to u, and u, are

o’ 1

=0, = u,=-ReAo,y)
Ot n
aJ 1

=0, S u, = —Re (Aoyly) .
Ou, TN )

Here, we have used 0, H = 1o and 8, H = -10,.

. Let us first take a time derivative:

Aoy = (BLAD o) + (Ao (i)
= KA Holy) = KAloHy)
= KAl [H, o] )

Then

[H,o\] = =} (wolo, o] + uWﬂ'quy[cfy, )
= —%{wo(Z Doy + 0+ uy (=210}

== i((1)00-)1 - Myo—z)
Substituting then gives
Aoy = (A(wooy — uyo )W) = wolAloy ) — u (Ao

and, hence, that

1 1
iy = ~Re (o (Alory ) = uy (Aorlyy) = (wo - JRe <A|az|w>) iy
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The calculation for the i, equation is similar. We find
O Alory )y = KAH, oy 1Y)
with

0
[H, O'y] = —%(wo[%, O—y] + uy[oy, O—y'] + M}W

= —3wo(=2)0 + u(+2)0)

= —i(—wooy + Uyo;) .
Substituting then gives
Aoy )y = (A(~wooy + ux o)) = —wo Aoy + u(Aloly) ,
and, hence, that

1 1
ity = ERe (—wo (Ao xly) + u (Ao |y)) = [—wo + ERe </1Iflel,0>) Uy.

Now we claim that Re (1o /) is constant. To see this,

Aoy = (OKA) o) + (Al o7 (F:lr))
= KA [H, o] ) .

But
[H, 0-1] = —%{MX[O'X, O-z] + uy[o-)n O—z]}
= —%{ux(—Zi)O'y + uy(2i)o, )
= —i(~u.oy + uyoy).
so that

9; (Re (Alo~_|y)) = (—uxRe (A oy ) + uyRe (A ) )

= n(=uxuy + uyu,) =0
‘We can thus define a scalar constant k = wg — %Re (Ao ), so that
ity = kuy, ity = —kuy.
which has a solution
u, = Acos(wt — 8y), u, = Asin(wt — 6y),

where A, w, and 6, are free parameters. As argued in the statement of the
problem, rotational symmetry of the equations and initial state implies we
can take 6y = 0.

c. From Eq. (13.17), the cost function J is

J= 1= K@D+ 3n f ar |12 + w0,
; :
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The terminal-cost term requires integrating the wavefunction from time ¢ = 0
to 7. Using Eq. (13.23), we write,

—iwt, _iwl .
W@ = (O] +e7 " [7 sm(%ar)] ar,

where we recall that a = /(wo + w)? + w?. Thus,

wr\ .
— @I = —(—) sin” (3aT) .
a
For the other term, we note that
T T
j(; dr (u)z( + ui) = j(; dt w%[cos2 wt + sin? wi] = w%r.
All together, the cost function is

2
Jw,w))=1- (ﬂ) sin? (%a‘r) + %nw%‘r.
a

. Since there are no restrictions on w and w;, we can set VJ = 0. Taking the

derivative with respect to w, we observe that the only w dependence is through
a® = (w + wp)* + w?. Since a’(w) = (w + wy)/a, we have

6_‘]—6_]@0(( + )
dw  da dw @

which vanishes when w = —wy. Substituting this value then gives

Ji(lw)=1- sin® (%wn’) + nw%‘r

%(1 +coswiT+ 277(1)%7)

i (1 +cosf + %U'HZ) ,
where 0 = w T and 1’ = n(4/7). We then differentiate to find
99Jy = 3 (=sinf+7'6) =0.

This leads to sinc 6 = 5%9 =1/, or 6 = sinc”'yy for 0 < 7/ < 1 (and 0 for
n’ > 1). Alternatively, we can expand the sine to third order, which gives

which has solutions 8* = 0 for’ > 1 and 6* = {/6(1 — ) for 0 <’ < 1. Thus,

.o~

sinc ' = 46(1l-177) O0<ny <1
6 = (OB = U (1-=m) U _

0 n>1
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The exact and approximate expressions for 6*(r7) are plotted below.

Going back to the original variables, ” = 1 translates to a critical value of #:

* 1
n = ZT'
When n = 0, the exact expression for 6* implies that [y(7)) = |1) if w T = 71, or
T
B = —.
YT

Finally, the problem asks what changes when we replace —|((7)|1)*> by its
square root in the cost function. If we look at the Taylor expansion in w;, we
see that the bifurcation at 5* occurs because both the final cost and running
cost have, for small w;, a leading-order term of w%. If we take the square
root, then that no longer occurs (we balance w; vs. nw%). There is no longer
a bifurcation but rather a crossover that is a continuous function of . Thus,
the details of the cost function determine whether a bifurcation or a crossover
occurs.
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14.1 Deterministic graphs. Let us consider some properties of deterministic graphs.

a.
b.

Show that the average path length of a circle graph is (d) ~ %n.

How does (d) of grid graphs scale with n if each node has 2k nearest
neighbors?

Show that the average path length of a large star graph is (d) ~ 2. (Hint: The
paths from hub to periphery have negligible weight for large n).

Solution.

a.

Consider a circle graph with n nodes. Pick a node at random. Starting from
the two nearest neighbors, there are two paths of length 1. Clearly, there
are then two paths of length 2, and so on, until we get half-way around the
network. If n is large, it will be irrelevant whether n is odd or even, so assume
it to be even. Then the longest path (half the circle) has length n/2, and there
are two paths to this node. (There would only be one if n were odd.) Thus, we
see that there is a uniform distribution of path lengths from 2 to n/2. Thus,
142+ +n/2 _ (/2)(n/2+1) _

(dy = =

-
n/2 2(n/2) 4

-

>

S

1
2
in the n > 1 limit. We use the identity ZZ () = %N(N +1).

A simpler approach is to recognize that for large n, we can replace the sum
with an integral. Then,

FPaxx Lmpep
- fn/zdx T oni2 47

. If each node in a grid graph has 2k nearest neighbors, then the nodes form a

k dimensional grid with periodic boundary conditions. Thus for k£ = 1, there
are 2 nearest neighbors, and the graph is a circle, as already discussed. For
k = 2, there are 4 nearest neighbors and the graph is a two-dimensional grid
(see main text). Since there are n nodes total, the grid is n'/2 x n'/2. Arguing
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heuristically, we expect average paths to be of this scale. Thus, in this case
(dy ~ n'/?. More generally,

(dy ~ n'*.
c. Pick two nodes. Either both will be peripheral nodes (path length =2) or one
will be a hub and the other peripheral (path length = 1). The probability that

both are peripheral is
n—1\(n-2\ n-2
n n-1]" n ~’

where the second probability is from the reduced set n—1 left over after having
chosen the first node.

Then the average path length is

—2 4 2 2
1—(”—)](1)=2——+-=2—-,
n n n n

) = (g)@ "
n

so that (d) —» 2 asn — oo.

14.2 Random graphs. Consider the properties of random Erdds—Rényi graphs with n
nodes and a probability p for a link between any two nodes chosen at random.
Work in the “Poisson” limit where the only parameter is (k), the average node
degree.

a. Give a reasonable argument that the average path length (d) ~ Inn/ Ink. Hint:
consider the “fan out” of paths. Each node reaches roughly (k) nodes after
paths of length one, (k)* nodes after paths of length two, ...

b. Show that the graph becomes connected at (k) = Inn, for large n. Hints:
Estimate the probability for a node to have no links and use (1 — p)" ~ e™”.

Solution.

a. Following the hint, the number of nodes reached after following paths of
length d is approximately

<k>d+l —1

o ~ (k2.

na ~ (k) + (k) + (k) + -+ (k)¢ ~
Since we expect the average path to cover a substantial portion of the network,
the number of nodes explored n; should be on the order of the total number
of nodes n. Thus,

n=~ k¥, orinverting (k)~ (Inn)/(Ind).

b. As the hint suggests, we estimate the probability py that a node, chosen at
random, does not have any links, given that the probability to have a link
between any two nodes is p. We can take as a condition for threshold that the
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expected number of such nodes is equal to one. Thus, we want np, = 1, for
po = 1/n. Since there are roughly n other nodes a given node can connect to

1
pox=l-p)=e™=—.
p

Inverting gives p. ~ Inn/n. Since (k) = p(n — 1), we have
-1
) =Inn.

14.3 Scale-free graphs. Consider node distributions P(k) = Z 'k, with y > 2 and
k > kmin. Treat, for simplicity, the node degree as a continuous density, p(k).

(k)zlnn(n

Again, we work in the large-n limit.

a. Find the normalization constant Z for the continuous probability density.
b. Show that changing the units k — ak’ does not change the form of the
distribution.

-1
c. Show that (k) = (%)kmm.

d. For a finite network of n nodes, show that k. = kmin N
e. Why then does y < 2 imply multiple edges between node pairs?

Solution.

a. For continuous k, the normalization constant is

00 kl_'y -1 k -y
~y — _min — Y
“[k‘min drk Y- 1’ - P(k) ( Kmin ) (kmin) ’

b. We change scale by substituting k = ak” and kyi, = ak! . into the distribution:

_ -y _ 7 \"Y _ 7 \7Y
Kin Kmin akmin akmin kmin kmin

= dk’ p(K').

Thus, changing the scale by a factor a does not change the probability density.
c. The average node degree is

« vy—1 k\7
ky = dk k .
< > fk:nin ( kmin ) (kmin )

Let &’ = k/kyn. Then
<k> = (7 - 1)kmin f dk’ (k/)—(y—l)
1

1
oo

1 7
=(y- Dkmin (‘}/TZ) k
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For y = 3, this gives (k) = 2ky,. The prefactor diverges as y — 2 (see below).

(r-1) /7 (y2)

d. kmax 1s set by asking that the expected number of nodes with k., or greater
links be less than one. Equivalently, the probability to have such a node is

< 1/n. Then,
1 % %0 1\ [ k\”
-=f dkp(k):f dk(y )( )
n k, Kmax kmin kmin

max

=f A&’ (y - DK™
p

max

y-1
— Y- 1 k/—(y—l)' — kmin .
y-1 K =Kmax Kimax

Inverting gives
e
kmax = Kmin (7”71) .

For 2 < y < 3, the dependence on the number of network nodes ranges from
linear (n) to square root (n'/?).

e. For y < 2, part (d) implies that k. increases with n as a power law with
exponent 1/(y — 1) > 1—faster than linecar. Then, for large-enough n, the
largest node will connect to more than n nodes, meaning that there must be
multiple edges joining the same node pair. This can occur—think of chemical
species that can transform into each other via different reactions—but is often
not allowed.

14.4 Scaling in the Barabasi-Albert model of preferential attachment. Consider a net-
work that adds one node each time step. Let n(k,t) be the number of nodes
with degree k at time ¢ and p(k,1) = n(k,t)/n(t) the corresponding degree-node
distribution at time 7. Each new node adds m links. Each new link goes to an
existing node, with the probability to connect to a node of degree k given by
(k) = k/ 3 ; k; = k/(2mt). For the denominator: at time ¢ there are mt links, and
each link connects two nodes.

a. Show that typically ’§‘ p(k, 1) links are added to degree-k nodes at time ¢t and
that (n + p(k, 1 + 1) = np(k, 1) + (55) p(k. 1) = (&) p(k. ).
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b. In the long-time limit, p(k,#) — pi. Show that the master equation in (a)
becomes py = (";—l)pk_l - (lz‘)pk.

c. Derive the continuum limit p; = —%6k(kpk) and verify that p, ~ k3 is a
solution.

Solution.

a. From the preferential-attachment law, the number of links that connect, on
average, to the set of degree-k nodes at time ¢ is given by the number of nodes
with degree k at time 7 times the probability to attach to such nodes I(k) times
the number of links added for each node m, or

k k
Hpk, )] | =— = —p(k,1),
[n(2) p(k, )] (2mt) m 2P( )
using n(¢) = t as the number of nodes at time ¢. Then we note that adding a
link to a node of degree k increases the population of k + 1-degree nodes but
decreases the population of degree-k nodes. The master equation captures
this dynamic:

k-1 k
(n+ Dplk,t+1) = np(k, 1) +——|pk— 10—\ 5|pk1),
degree-k nodes at time 7 + 1 degree-k nodes at time 1 —— e’

—————
(k—=1)—k k—(k+1)

Note that this equation is modified for k = m, since each new node is automat-
ically also a node of degree m. But we are interested in the large-k behavior
and can therefore neglect the “boundary condition” at k = m.

b. In the long-time limit, we set p(k,t + 1) = p(k,t) = pi. Thus,

(n+ 1)px = npy + k=1 (%
Pk = NP 3 Pi-1 3 Pk »

implying

¢. The continuum limit is
pr=—3lkpi—(k=1) pai] = =30k pr) .
It is then straightforward to verify that p;, ~ k= is a solution:
Lok p) ~ —Lok* ~ k77,

which is just py.

Note that parts of this problem are from Barabasi (2016) but that there are
typos in Egs. 5.43 and 5.44.
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14.5 Lognormal vs. power law. In practice, it is not easy to distinguish a power-law

distribution from alternatives such as the lognormal distribution. 100
o . o INE
a. Show that a lognormal degree distribution Ink ~ N(u,0?) is “scale free” in =~ £ ¢* \'f
that a change of scale k = ak’ merely shifts the distribution on a log-log plot. " N
b. By creating a plot such as the one at right, show that you can find parameters 10 ,
in a lognormal distribution that are close to a given power law over some 10
decades Sk
Solution.

a. The lognormal probability density function (pdf) is

_ (nk=p?
e 202

1
k =
P (kO'\/Z_T[

If we carry out the transformation k = ak’ in the expression dk p(k), we have

_ (]n(nk’)f;z)2
20=

1
dk p(k) = a(dk’) | ———
P) = a(dk) (ak’(r \/27‘[) ©

dk ( 1 ) _ K |
= "f———— e 202 Iu' =u—-Ina,
ko V2n

which has the same form, except that the mean is shifted by Ina. Notice
that o does not change. So, in this sense, one can think of the lognormal
distribution as scale free. But, in another sense, it is not: The quantity Ink
is normally distributed and has the obvious scale 0. A loose example is that
a quantity could be 10%*!. There is a scale of +1 in the uncertainty of the
exponent. But because it is in the exponent, the range is 10-1000, which is
pretty wide.

b. The plot in the book is generated from In x ~ N(u,0?), with g = 0.1 and
o = 0.2. The exercise is mainly to show that a mere fit of a model to data is not
enough. There should be independent reasons for justifying a fit. Otherwise,
some other model may fit nearly as well.

14.6 Controllability of an n-chain. Following an example from Sun and Motter (2013),

we consider a chain of n one-dimensional systems with a single input at its head.

The dynamics are that of an n-fold integrator: x; = u, X = xq, ..., Xy = X,—1.

a. Show that the controllability matrix W, = I,, the n-dimensional identity
matrix. The Kalman rank condition for controllability is thus satisfied.

b. A system has strong structural controllability if it is structurally controllable
for all non-zero values of the weights. Show that the n-chain defined above
has this property, allowing for arbitrary weights b, asy,azy, . .. ay;.
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Solution.

a.

a.
b.

From the dynamical equations, we can read off the system matrices A and B.
For example, for n = 4, we have

00 00 1
1 000 0
A‘01oo’ B"o’
0010 0

Notice that powers, A’, make the row of 1s “move away” from the diagonal
by one step per multiplication. That is,

0 0 0O

A® = A=

S O O
S O O

0
0
0
1

o O O O

0 0 0O
1 0 0 0]
01 00

=)

0

Then, since A™B picks out the first column of A, it is immediately clear that
W, =1,.
Alternatively, we can use index notation, where A;; = 8; j+1. Then

A?j =8ips10kjs1 = 0ijp2 = (AzB)i =08;40;1=0i3.

Continuing the same pattern, we have A}} = 8; j1. Since B; = 8 1, we have
(A™B); = 8;m+1, which also implies that W, is the identity matrix.

. For arbitrary weights, the state-space matrices become (for n = 4)

0 0 0 0 b
any 0 0 0 0
A = = .
0 asp 0 0 ’ B 0
0 0 ass 0 0

Repeating the arguments from (a), we find a controllability matrix

b 0 0 0

0 any b 0 0

0 0 a32b 0 ’
0 0 0 Cl43b

W =

which obviously has rank=4 (det # 0) for all non-zero values of b and the a;
elements. The system is strongly structurally controllable.

14.7 Dilation. Consider the graph at left of an LTI dynamical system.

Show that the system is not controllable, for any values of the link weights.
Add a self-link of weight ay, to the node x,. Show that the system is now
controllable and has the strong structural controllability property.

Why does adding a self-interaction node remove the dilation?

Finally, add a second self-link of weight as; to the node x3. Show that the
system is controllable but does not have the strong structural controllability

property.
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Solution.

a. The graph corresponds to the dynamical system
X1 =bu(), X = ayx, X3 = azx .

If we multiply the x, equation by a3; and the x; equation by ay; and then
subtract, we have

azi X, — ap| X3 = 0, - as|xp —ap x3 = constant ,

meaning that motion in the x,—x3 plane is limited to the line az;x; — az1x3 =
constant. More formally, the state-space matrices are

0 0 O b
A= ary 0 0 5 B=10 .
a;; 0 O 0

which implies that the controllability matrix is

b 0 0
WC:(B AB AQB): 0 ayb 0.
0 a31b 0

The matrix W has det=0 (rank=2). The system is therefore not controllable.
b. Now we add a self-interaction node, meaning that the dynamics are

X1 =bu(), Xy = as1x1 +axnx;, X3 = azxg .

The state-space and controllability matrices are

0 0 0 b b 0 0
A= az; an»n 0 . B=|0 . - WC =10 a21b (121(122b .
asig 0 O 0 0 asb 0
The determinant of W, = —a»ja31a2b>, which vanishes only if one of the

system parameters ay;, az, az;, of b equals zero. Thus, the system has strong
structural controllability.

c. Without the self-interaction, the network illustrated below at left has a dila-
tion and is not controllable. As stated in the main text, the subset S = {x,, x3}
has two elements, while its neighborhood T(S) = {x;} has but one. Since
the neighborhood has fewer elements than the set, there is a dilation and the
system is not controllable.

With self-interaction (network below at right), the neighborhood 7(S) =
{x1, xo} has the same cardinality as S. Thus, because a self-interaction means
that a node is a neighbor of itself, we no longer have a situation where a sub-
set of nodes has a smaller neighborhood than itself. Consequently, we do
not violate Lin’s conditions for structural controllability, and the system is
structurally controllable.
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d. Finally, if we add another self-link, this time to node x3, the dynamics are

X1 =bu(r), Xy = azxy +anx, X3 = az1x; +as3xs .
The state-space and controllability matrices are

0 0 0 b b 0 0
A= azy ayn 0 . B=10 . - Wc =10 a21b Clzlang .
0

a0 as 0 azb azasb

The determinant of W, = —aya31(ax — asz)b®, which vanishes only if ay, =
asz. Thus, the system has structural controllability but not strong structural
controllability.

The digraphs for the three situations are given below.

® & &

as| as| as|
@\) asz
strong structural structural
not controllable controllability controllability

14.8 Cactus is a minimum controllable structure. Consider the cactus. At left is a

14.9

cactus with two buds, reproduced from Figure 14.6d and then annotated. Show
that removing any edge renders the resulting network uncontrollable.

Solution.

There are three types of edges:

Edges along the stem (here, u — 1,1 —» 2,2 — 3,3 — 4). Removing any
of these edges will make the target vertex (and downstream ones) inaccessible.
For example, if we remove the edge between vertex 3 and vertex 4, then vertex
4 is inaccessible.

Edges within a cycle of the bud (here, 5 — 6,6 — 5, along with 7 — 8,8 — 9,
9 — 7). Removing any of these edges will create a dilation. For example, if we
remove the edge 9 — 7, then vertex 2 becomes a dilation. The set of vertices
{3, 7} would then have a neighborhood 7(S) that consists only of vertex 2.
Edges to a cycle that turn the cycle into a bud (3 — 5, 2 — 7). Removing
either of these edges will create cycles that are isolated. All the vertices in the
cycle are inaccessible.

Thus, removing any edge makes the network uncontrollable, in the formal

sense of the notion of controllability.
Self-interactions. By computing the determinant of the controllability matrix
W,, give a non-graphical proof that adding self-interactions generically implies
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that a system is controllable from one input. Hint: Set all non-self interactions
equal to zero and all input couplings to one. (Justify these assumptions.)

Solution.
Following the hint, we consider dynamics of the form, for each component
1<i<n,

X = —ﬁ,‘x,‘ +u.

The controllability matrix is then

1 (=) ) - (=a)!
~ 1 (=) (—)? - (!
I (=4 (—/in)2 s (=)t

Since generically the A; are all different, then it is clear that det W, # 0. Having
proven structural controllability for this special case, it is clear that introducing
generic non-zero edges (A;; for i # j) or letting the coupling constants (the B;)
be different cannot change this situation (the values where accidental vanishing
occurs will vary and depend on the constants chosen).

14.10 Control effort in one dimension. For x = Ax + u, with x(0) = xy and x(7) = x:

a. Show that the minimum control effort is & = 2A(x, — e x9)?/ (> —1).
b. Deduce the short- and fast-protocol limits given in the text.

c. For * = 27! In(x;/xo), the minimum effort & = 0. What is going on?
d. Show that the minimum-effort trajectory x(z) is identical for 1 — —A.

Solution.

a. The Gramian for this problem is

P(T):f dreV.1.1.eY =
0

The minimum-effort input is then

eZ/l‘r -1
24

207D (x, — &' xp)
A(r—1) p—1 A 0
u(t) = ' P (x, — eV xg) = YT ’

which leads to a minimum control effort

21 = AT 2
&= (?CMe Xo) _
e —1

b. The short-time limit is AT < 1, which leads to

o 2AG — (Dx0)* _ (¥ = x0)° .

1+24r-1 7
The long-time is A7 > 1, which leads to
2Ax2
Ex —L = 203 =212

-1

3N
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d.

In the same long-time limit, for A > 0, we have

242 X2 s
E~x =0 =222,
e AT

The fact that the limits depend only on one or the other corresponds, as briefly
mentioned in the text, to the idea that only movement against the flow is
costly. The other part of the trajectory is nearly free. But the direction of
flow does depend on whether the local equilibrium x = 0 is stable or unstable.
More generally, we can partition the dynamics into stable and unstable sub-
spaces and draw corresponding conclusions about the difficulty of particular
control movements accordingly.

. It is easy to verify that * = A7 In(x./x) makes & = 0. The case corresponds

to “natural,” uncontrolled motion, with u = 0. The effort is obviously zero,
and the solution x(f) = xoe¥. If the desired xy, x;, and T are all compatible
with these values, then you can go from xj to x; for free!

We substitute the optimal control u(¢) into the equations of motion and find

Xx; sinh AT + xg sinh A(T — 1)
sinh AT

x(1) =

)

which is invariant under 4 — —A because sinh(-) is odd: sinh(—x) = — sinh x.

14.11 Control effort diverges in a nearly uncontrollable system. Consider two first-
order equations driven by a common input: x; = —x; +u, X =—-(1+8)x+ u.

a.

Calculate the Gramian P(7) and show that its determinant ~ 62, for 6 < 1.
Argue that this implies that the control effort & ~ §72.

b. Calculate numerically and then plot the minimum-effort trajectory connect-
ing (§) — (9) for 0 < 7 < 1. Plot, too, the control effort & as a function
of 6.

Solution.

a. The state-space matrices are

-1 0 1
A_(O —(1+6))’ B_(l)'
The finite-time control Gramian for a protocol going from 0 to 7 is then

P(t) = f dred BTB e
0

i d e’ 0 1 1\[(e™? 0
\ t o eorlly 1)/lo e-Cror
T e—2t e—2(1+6/2)t
= L dr (e2(1+5/2)r ez(1+§)z)

( 1—e 27 1 (1 _ e—(1+6/2)‘r)]

1+0/2

l+15/2 (1 - e*(1+6/2)r) 1 (1 _ e*(”‘s)T)

1+0
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The determinant can be calculated using a symbolic-manipulation program:

e—2(6+2)‘r (62 e2((54—2)‘1‘ +62 _ (6 + 2)2 e2T —(6 + 2)2 e2(6-+—1)‘1' +8(5 + l)e(6+2)‘r)

det P(7) 46+ DG +2)7

52 2 =27 —4r 3
= E[l —2(207 + 1) e ™ +e™] + 0(6") .
The term in brackets interpolates between ‘311'4 and 1, fort < land 7 > 1,
respectively.

The control effort & ~ P~'(r). Above, we have shown that det P ~ 62. The
determinant of the inverse is thus ~ 62 and is the product of the inverse of
the eigenvalues of P. Now it is easy to see that one eigenvalue of P is of order
unity and the other of order 62. Physically, the controllable subspace requires
O(1) effort. The other eigenvalue is thus ~ 6°. The size of the control effort
involves matrix products of P~' and is therefore on the scale of 17! | where
Amin 18 the smallest eigenvalue of P.

All of these properties are much easier to establish in the long-time limit,
7 > 1. However, that limit leads to large control values that are not caused
by degeneracy. In the long-time limit, an input u(f) that tended to a con-
stant value would force states to approach A~!, where A is the rate constant
(1 or 1 + 6) of the relaxation. One needs a violently changing u(z) to get two
simultaneously different values.

. The plots are shown below. Thicker lines are calculated with greater mis-
match (6 = 1) than thinner lines (§ = 0.5). The parametric plot at top right
of x,(¢) versus x(¢) illustrates the nonlocality of these minimum-effort trajec-
tories, explored in Problem 4.3. The bottom plot shows the common input
used to drive both subsystems. Its magnitude is larger for 6 = 0.5.

states X

-5

input u



344

Networks and Complex Systems

14.12 Control effort can be sensitive to direction and dimension. Consider the linear
system A = (33 _13), B = (), with protocol duration 7 = 3 (Yan et al., 2015).

a. Find the eigenvalues of the system dynamics A and also the controllability
(W.) and Gramian matrices P; confirm the plots and numbers given in the
text. Plot u(¢) for the minimum- and maximum-effort inputs.

b. Show that applying powers of the Gramian P to an arbitrary unit vector
(normalizing at each step) gives the target direction requiring the least control
effort, and powers of P~! give the target direction requiring the most control
effort.

c. Enlarge the system to three dimensions. For A = (_?% —éé (2)2 ), B = (g),
show that the ratio of largest to smallest control efforts ~ 979.

d. Show that the efforts for the easiest direction are roughly the same in the
n = 2 and n = 3 cases, whereas the efforts for the hardest direction differ
significantly.

Solution.

a. For the dynamical system defined in the text,

-32 13 0
A‘(1.3 —2.7)’ B_(l)’

the eigenvalues and eigenvectors of the dynamical matrix A are given by

-0.7710 —0.6368
A~ (-42738,-1.6262) & = ( 0.6368 ) , (_0'7710) .
Because A is symmetric, the eigenvectors are orthogonal. (If there are
degenerate eigenvalues, the eigenvectors can still be chosen orthogonal.)

The controllability matrix is

0 13
W°‘(1 —2.7)’

which has rank = 2 and determinant —1.3. Notice that all the numbers so far

are of order one. The Gramian for 7 = 3, by contrast, is

P~ (0.0206 0.0507) ,

0.0507 0.210

with eigenvalues ~ 0.222, 0.00785. The ratio is now more than 28. Note that
the finite-time Gramian given here for 7 = 3 is identical to the infinite-time
limit, at the three-digit precision used here.

The control effort in direction 7 is

ER) =P '\(r =3,
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which takes on maximum and minimum values at the eigenvectors corre-
sponding to the minimum and maximum eigenvalues of P (since they are
the inverse of the eigenvalues of P~'). We can then confirm that

N 0.24
Emin ~ 4.50, for iy, ~ (0.97)

Emax ~ 127.4,  for iy ~ ( 024

—0.97)

The ratio of largest to smallest control efforts Epax/Emin = 28.32.

The optimal input to go to a target state 2 on the unit circle is given by
Uop(t, ) = BT '™ P(1) .

We plot u(?) for fimin and fimax below. The input umax(f) = topi(?, fimax) requires
much higher amplitudes than u;, (7).

/a max
€ 20
Fe) l'Imin
2 0
5
-20
0 3
Time t

Below, we replot for convenience the phase portrait of the two solutions that
result from applying uy;,(#) and un. (7). Notice the nonlocal nature of the

Umax (1)-produced trajectory. More direct trajectories are possible but would
require even more effort.

> XI
0
b. We compute successive powers of Py, normalizing the result to a unit vector
after each application of the Gramian. We start from the (arbitrarily chosen)
vector vy = (), which corresponds to 6 = 0. At left, we plot the angle of the
unit vector, which rapidly converges (in about N = 3 iterations) to that of the
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a. Show that the control Gramian P(r) has elements P(7);; =
b. Evaluate the eigenvalues of P numerically, for n = 1,2,...,20, and show that

associated eigenvector of P. The rapid convergence arises because the ratio
of eigenvalues is almost 30, so that the deviation decreases as ~ 307V,

Similarly, we find the direction of maximum effort by looking at the eigenvec-
tor for the largest eigenvalue of P~'. Again, convergence is very rapid. Notice
that the directions differ by 1.32...-(-0.25...) = 7t/2 = 90°, as they must for
the eigenvectors of a symmetric matrix.

Minimum Effort Maximum Effort

Eigenvector angle
Eigenvector angle

Iteration Iteration

. The calculations follow those from the two-dimensional case. The Gramian

fort=31is

0.045825 0.0798624  0.042819
P ~{0.0798624 0.241266 0.0679964 | ,
0.042819  0.0679964 0.0410984

with eigenvalues ~ {0.29, 0.034, 0.00031} and directions of minimum and
maximum effort (over the unit sphere) given by

-0.34 -0.73
a=|-090], |-0.048],
-0.29 -0.69

The ratio Emax/Emin = 979. Note that computing the infinite-time Gramian is
easier, as you need only solve the Lyapunov equation. This gives a condition
number ~ 948, which is not so different, since 7 > 1. The condition number
becomes larger as 7 is reduced.

. The efforts for n = 2 and n = 3 in the easiest directions are ~ 4.5 and

3.4, respectively. The efforts in the hardest directions are ~ 127 and 3361
respectively.

14.13 Effective controllability of an n-chain. (Continuation of Problem 14.6.)

(z)i+i!
(+j-D (-0 j-D!*

the condition number increases exponentially as ~ e34".
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Solution.

a. From the pattern in (a), we deduce that A" = 0, and, thus,

At r o ! 1
=l+1A+ A+ -+ "
¢ 21 -1
For n = 4, this is, explicitly,
1 0 0 O
oA ;t 1 00
21 10
3 2
g 05 t 1
We then see that
1
t
A 2
eMB=| 2
tn—]
=11
The ij element of the integrand is then
/-1 fi-1 [+i-2

(-DHG-D! B (i-DIG=-D’
implying, after integration over ¢ € [0, 7], that
£i+i-1
(i+j-D3GE-DIG-D
b. We calculate the eigenvalues of the Gramian P(r) numerically and plot the
condition number vs. system size. Asymptotically, it scales as

P(7);; =

~1.7x 1071084

with n the system size. See plot below.

~
8 60
10
£
2
40
5 10
o=
o
c 20 |
9 10
o
c o
& 0| o
g 10 o T T 1
Q 0 10 20

System size n

14.14 Some like it HOT. Consider a simple model of a forest management in the
face of forest fires. Plant trees on a square lattice of side N, with site probability
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p. The forest is subject to “sparks” that have a source above and left of the
forest and fall on the ij site in the forest with probability p;; = p;p;, where p, o«
2-(m+x/N)/73 - Choose m; = 1, o = 0.4, m; = 0.5, and o; = 0.2. If a spark falls
on an unoccupied site, there is no damage. If it falls on an occupied site, all
contiguous occupied sites are burned. The goal is to maximize the yield y(p), the
average number of trees left after a fire.

a. For randomly planted trees and N — oo, show that y(p) = p — P2, where P,
is the probability that a lattice site is in the infinite percolation cluster.

b. Write code to find the yield plotted at left (top), for N = 32. Ten individual
trials are shown in light gray, and the average in thick black. Hints: Find
contiguous lattice sites of ones (the trees) by finding morphological compo-
nents of a binary image and then counting their size. Find this number for
every lattice site and average over the p;; to determine the expected loss from
a spark.

¢. To increase the yield, evolve a design for planting trees as follows: When going
from a density p = n/N? to (n + 1)/N?, explore D possibilities for where to
plant the next tree. For each candidate position, calculate the average loss
and then choose the position that minimizes the loss. D = 1 is equivalent to
the random-forest case. The figure at left is for D = N = 32 (cf. thin black line
for yield).

This simple design procedure naturally leads to firebreaks of unplanted sites that
stop fires from spreading too far. See the lines of unplanted sites in black at left
(bottom). The firebreaks become even more clearly organized if one optimizes
over all free sites instead of only up to D sites. We emphasize that this organiza-
tion arises from the repeated evolutionary cycle of trial planting and evaluation
and not from any kind of self-organization. The distribution of fire sizes turns
out to be approximately a power law, although that fact does not play an impor-
tant role in the organization (function) of the tree-planting algorithm. For more,
see Carlson and Doyle (2000).

Solution.

a. Below the percolation threshold of p. ~ 0.59, there are only finite-size clusters
of trees on an infinite lattice. At p¢, an infinite cluster first forms and its size
increases with p. In the limit of large lattices, only the sparks hitting the
infinite cluster will decrease the yield by a number of O(N?). Others have
negligible impact. Let P, be the probability to hit the infinite cluster. Then
the yield

The first term is the probability to miss the infinite cluster and retain full yield.
The second term is the probability to hit the infinite cluster and reduces the
yield by the size of the infinite cluster. These effects are “softened” in a finite
lattice. The sharp, non-analytic transition for the yield at p. between isolated
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clusters (no infinite cluster) and above is rounded because of edge effects and
finite sampling.

. See book website for code. As the hint suggests, you can ease the trickiest part
of the programming by leveraging standard routines for image processing of
a binary image. A common task is to find all connected objects, and most
image-processing packages have a routine to find all such sites. Then count
the number in all such objects and return that number to each lattice site.
Then the average loss is just the sum of the element-by-element product of
this matrix with the matrix of probabilities for a spark to fall on each site.
(In Mathematica, the MorphologicalComponents and ComponentMeasurements
commands can carry out the necessary operations.)

. The evolution algorithm is straightforward to program, particularly if effi-
ciency is not a major goal. On my laptop, the code for the N = D = 32
case took a bit less than 4 minutes for a single iteration (all I did), running in
Mathematica. No doubt this can be improved! See book website for code.

The fall in yield for p 2 0.95 results mainly from “filling in” the firebreaks.
The firebreaks are essentially one-dimensional curves in the two-dimensional
forest and thus have zero measure in the limit of an infinite forest. In that
case, we expect the yield to go to one. Of course, in a finite forest, the yield
is maximized at a lower value (still quite close to 1, as our 0.95 result for
N = D = 32 shows). We did not have space to include it, but another interest-
ing feature to explore is that the yield decreases sharply if the distribution p;;
changes. For example, the source of sparks might move to a different corner.
The firebreaks were optimized for the given distribution p;;. Such an opti-
mization implicitly assumes that the statistics are stationary over a relatively
long time (long enough to accumulate the statistics to estimate the form of
the distribution, for example). Finally, we would expect a similar fall in yield
if the firebreaks ever have a defect. The increase in yield comes from limiting
the size of the largest cluster that is likely to form. That is why the area in the
upper left, which is where most sparks fall, has a high fraction of unplanted
sites.
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15.1 Causality and Kramers-Kronig for a first-order system. Consider a first-order,
low-pass-filter system with transfer function G(s) = 1+—s Using contour integra-
tion,

a. invert the Fourier transform of G(iw) and verify that the impulse response

function G(¢) (the Green function) is causal;
b. verify the Kramers-Kronig relations for G.

Solution.

a. The response function G(¢) is given by the inverse Fourier transform:

_ oodw 1 iwt
G(t)‘Lo m (1+iw)e '

We can do this integral by contour integration about the closed contour y.
We note that there is a single pole at w = i, whose residue is

) 1 (el e’
mw:%tﬂzﬁ?

e For ¢ < 0, we close the contour in the lower half of the complex w plane.
Since there are no poles inside vy, the integral = 0.

e For r > 0, we close the contour in the upper half of the complex w plane.
The residue theorem then implies that the integral is e™.

Putting the two results together, we have

G =e" 0,

where the theta function explicitly shows that the response is causal.
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Im w Im w

X +i X +i
> Re w > Re w

t<0 t>0

b. The real and imaginary parts of the response functions are

1 -’
= G'(w) = Im G(iw) = —2
1+iw’) 1+ w2 (@) =ImGGay = 77

w2 :

G (W) = Re(

Then, the second Kramers-Kronig relation in Eq. (15.8) asks us to verify that

2 00 G/ /
G(w) =P f dor 2
7T 0 w- —w
2 00
= Pf do’ !
T 0 (1 + w?)(w? - w?)
w 1
= — do’
n 9§ YU+ -
w 1
= — (2711
P s
___w
T o1+ w?

Similarly,

2 00 "G (W
GI(U)) = - Pf do’ U-)Iz—(")z)
s 0 w* —w

2 00 (1),2

+— P do’
m fo YU+ o)W - o)
1 w”?

+— Pdo’
T 9§ @ 1+ w?)(w? - w?)

L on)
Tt

Vil — o)
|

1+w?’

Here, the contour vy is chosen as depicted below. The poles are at +i, and we
can close the contour either in the top or bottom planes. Note the factor of %
that arises when we extend the range from (0, c0) to (—oo, o).

The last thing is to show that the contributions of the big and little semicircles
go to zero as the radii go to oo and 0, respectively. For the big semicircle,
the integrand ~ '™, which clearly converges. The integral around the little
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semicircle is more subtle. It does not go to zero as r — 0 when w’ = w + re'’.
However, the contribution turns out to be odd in w, meaning that the sum of
the contributions from the two semicircles (at +w) vanishes.

Im w

15.2 Sensitivity function for oscillator. Verify numerically that the waterbed integral
of a second-order system with proportional feedback gain is zero. That is, show
for G(s) = 1oz and K(s) = K, that [~ dwln|S (iw)| = 0. Plot for K, = 1 and
¢ = 0.5, and show its numerical integral = 0.

Solution.
We have
K
Lis)= — 2
O = Tz r
which implies
S(s) = 1+2s( + 57

T L+ K+ 28 + 52

1 +2iwd — w?
1+ Kp +2iwd — w?

— |S(iw)|=\/ (- w?)? +420?

(1+ K2 — ?)? +4020?

=  S(w) =

We then evaluate numerically the integral and confirm that
f doln|S(w)| =0, Y¢>0,K,>0.
0

The plot at left shows the waterbed plot for K, = 1 and { = 0.5.
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Note that In|S (iw)| — Kp Jw? as w — oo, implying that the integral converges
relatively slowly, as Kj,/w. We can see this in the plot below.

fragile

+ioo

frequency (®) Ims

15.3 Bode’s waterbed theorem. Derive Eqs. (15.22) and (15.25). For S (s) analytic:

a. Show that Re [In S (iw)] is an even function of w and Im [In S (iw)] is odd. |
b. Fill in the missing steps leading to Eq. (15.24).
c. Show that Part II, evaluated along a circle of radius R — oo, vanishes if L(s)
is of relative order 2 or greater. -ieo
d. Deal with RHP poles using the contour at right, with a similar detour for
each pole p;. Evaluate the added contributions to prove Eq. (15.25).

Part Il

Solution.

a. We have
InS =In|S|+iargs$ .
Thus,
Re [InS(iw)] = In|S(iw)|.

We can write S(iw) = u(w) + iv(w), where u and v are real functions of the
frequency w. Thus, In |S| = §1In (u2 + vz) +itan™' £ is even in w, and Im

[In S (iw)] is odd (since arc tan is odd).

Another approach to this problem is to note that for any real function f(z),
the Fourier transform F(w) = F*(-w). Writing F(w) = F'(w) + iF"”(w) imme-
diately shows that the real part, F’(w) is even and the imaginary part, F”’(w)
is odd. Applying this observation to S (iw) and In S (iw) gives the result.

b. Using the result from (a), we have that

—R R R
f dwlnS(iw) = —f dwlnS(iw) = —2f dwn|S(w)|,
R -R 0

because the even contribution from Re [In §'] contributes a factor of 2 and the
odd contribution cancels out. (We are integrating over a domain symmetric

about w =0.)
c. PartIlis
1
dsIlnS = f dsln ~ fds [—L(s)],
fn 1 I+L  Jn
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since L is small for s = R ' and R — co. Assuming that L < s72, we have

1 ” .
ds L(s) ~ =R dod(e?) - 0,
[ a5z~ g [ ana(e)

as R — oo. Thus, Part II goes to 0 and Part I becomes an integral w € (0, o),
which proves the theorem.

d. Since the new contours do not include the poles p;, the integral around the
modified y continues to be zero. Because of the pole at p;, we have to add a
branch cut starting from each pole and going horizontally to the left. Across
the branch cut, the argument jumps by 27t.

@ _ 9

We now break the new part of the contour for pole p; into three parts: “o”,
the little circle of radius r — 0 that goes clockwise around the pole, “—”, the
straight line from the imaginary axis to p; (after the radius of the little circle,
r — 0), and “«”, which goes from p; to the imaginary axis.

We first note that

—7T
fdslnS zf do(nr)(re? ~rinr -0,

s

as r — 0. Thus, the contribution around the little circle vanishes in the limit
of small r.

The contributions L and L are evaluated by noting that the magnitude of In
S is equal to that of its corresponding partner. Only the argument is different,
having shifted by 27t. Thus,

f+f = mi(Re p;).

The factor Re p; is just the length of either contour.
Adding up all the contours then gives
—2if dwn|S(iw)|+2mi Re p; = 0.
0

We can extend the argument to all the poles p;, with a keyhole contour and
branch cut for each, to find

f dwn|S ((w)| = th Re pj = 7'[ij.
0 j j

The last identity is true because the poles come in complex-conjugate pairs.
This proof is adapted from Astrom and Murray (2008).

15.4 Waterbed theorem for relative degree 1 systems. For a stable, first-order loop
transfer function L(s) with L(s) — /s as s — oo, show that the Bode sensitivity
integral is fooo dwln|S(iw)| = ~Fa and that, for degree > 1, f_O:o g—“; In|S(iw)| =
XiPj— %lims_m s L(s). Hint: in deriving Eq. (15.22), the contribution of the
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15.5

big semicircle no longer vanishes. Uncertainties in the dynamics and delays
mean that most practical systems have unmodeled high-frequency dynamics
that are effectively higher order. The first-order case has relatively few practical
consequences.

Solution.

As in the original derivation, Sﬁy dsIn S (s) = 0 for the half disk of radius R, as
R — oo. Part I is unchanged. For Part 11, we have

1 ds
dslnS(s):fdsln( )z—fdsL(s):—Oz —.
»[I 11 1+L it m s

For the large semicircle of radius R, we have s = R ¢!’ and ds = i s df, giving

/2
lim dslnS(s):—a/f dfi=—iarm.
i -

R—o0 /2

The relation Part I + Part IT = 0 then gives
—2if doln|S (iw)| —iam =0 = f dwlnl|S (iw)| = —ga',
0 0

For the general expression, let @ = lim,_,., s L(s). Then
< d 1
[ 5 miston =3 pi- 7 timsiio

applies for v > 1 for an L with unstable poles p; that are stabilized in closed loop.

Waterbed theorem for 7. Prove Eq. (15.26). Hint: Define 5§ = 1/s and L(s) =
1/L(1/s) = 1/L(5). From Astrém and Murray (2008).

Solution.
Following the hint, we write

oo O _ 1 1

BT TG O

We thus apply the Bode waterbed theorem to S (iw), which gives
“dw o _
fmz;mwmngh,

We rewrite this in terms of 7'(5), remembering that we need to change variables
in the integral to express it in terms of s. Thus, we redefine frequency by @ = 1/w.
This gives rise to

da

dw=-—.
&)2
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In rewriting the integral, the minus sign cancels out because the limits are also
flipped. We also note that the poles of S are the zeros of 7, meaning that p; —
1/z;. Taking into account the change of variable, we have then

Im (;—- In|T ()| = Z —

Then rename the dummy variable @ as w.

15.6 Waterbed theorem for discrete dynamics. Derive Eq. (15.27): for an open-loop

transfer function L(z) with relative degree v > 1 and unstable poles |p;| > 1,
we have f 52 InlS @) = 3 jIn|p;l. Assume that the gain K of L stabilizes
the closed-loop system. Hint: Use Jensen’s relation, Eq. (A.51), to show I(p) =

f - gﬁ In lei“ —p| = In|p| for |p| > 1 and 0 otherwise. Then write L(z) in pole-zero

form.
Solution.
We write the loop gain in terms of its poles and zeros:
1o KH%(Z -zj)
Z = —n . < 9
H'}: 1(Z =P j)
where the loop gain K is chosen so that § = 7 is stable and where the relative
degree v=n—m > 1. Since S is stable, we can wrlte it in pole-zero form as
S@= 1 M@= p)
Z = = 9
14 K e =)
H/ 1@=pj)

where r denote the closed-loop poles. For our purposes, we do not care where
they are, except that, since S is stable, we know that |ry| < 1, for all j/. Note that
S hasv=0

Substituting the expression for § and using the suggested integral I(p) then

gives
_ f” do | ‘ j=1@ — p])
l_[j l(Z 7=ei®

_ T dw - 1 iw - 1 iw
= _ﬂ% Zn|e —pj|—z n|e —ryl
j=1 j=1

Ny

=D Inlpjl.
j=1

where n, is the number of unstable poles in L(z). We note that the I(p) identity
shows that all the poles r; do not contribute because they are, by hypothesis,
stable. Likewise, the stable parts of L(z) do not contribute. If L(z) is stable to
begin with, then we have shown that

7 .
f dwn|SE“) =0
0
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The I(p) identity is a special case of Jensen’s relation, Eq. (A.51):

T dw ) m n
|52 mirE = i1+ ) iyl - iyl
= 7=

_p 2T

where p; are the poles and z; the zeros inside the unit circle. Choose f(z) = z - p,
which has a zero at p. Then,

1 (("dw 0 2
I(p) = §Lt > In|e —p|

e |p| < 1. Jensen implies that /(p) = In|p| + 0 — In|p| = 0.
e |p| > 1. Jensen implies that I(p) = In|p| + 0 -0 = In|p|.

Finally, we give an alternate, more direct proof for the case of stable L, where
all poles are inside the unit circle, implying that In S is analytic outside the unit

circle. We write
7T
d
[ aoniser = ¢ Emiser
- iz

- 9§$ (1S @I+ In]s )|
17

- 295‘.1—Zln SQ)
1Z

where, in the last step, we substitute 7’ = z~! and remember that the limits reverse,

absorbing the minus sign from dz’ = —dz /z°.

We next deform the unit circle contour of the integral to a larger circle of
radius R — co via the Cauchy Integral Theorem. For z on this enlarged contour,
we have

InS(z) =1n

~In(l-L)~-L.
1+L n )

Then, since L(Re!“) ~ R™ as R — oo, we have

1 27T .
56'_ dz In[S(2)] ~ - lim f dwL(Re“)=0.
1Z R— 0

This proves the waterbed theorem for the discrete, minimum-phase case and
makes clear the role that v > 1 plays.

Although not asked for in the problem, there is a straightforward generaliza-
tion to loop transfer functions L of relative degree v = 0. Let @ = lim,_,c L(z).
Then

L) =a+B +0?),
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15.7

and
S() = 1+L 1+a/+,Blz‘1+~--
- a1 () )
Then

and the Bode relation generalizes to

7'[d . My
f 22 s ey = >nipjl-In|t +al.

x 2T P

One-dimensional, discrete dynamics: Bode’s waterbed theorem. For the dynamics
of Example 15.1, reproduce the graphs in Figure 15.3 and show that the variance
of observations is given by (y?) = v*/[1 — (a — K)*].

Solution.
The graphs are simply plots of
log |S (ei‘”)|2 = log (l +a* = 2acos a)) .

We can derive the expression for the variance by manipulating correlation
functions and taking advantage of the time invariance of the equations. From
the equations of motion,

Vi1 = (@ = K)yi + vi,
which implies the correlations

Gvoy=v
(?) = (@a=K)Gyy1) + yvon)
yyay=(a-K)(?).

Substituting and then solving for <y2> gives

) = =xe

A faster solution is to square each side of the equation for y;,; and average:

(h1) = @= K7 (57) + .

where we use the fact that v, and y; are independent, so that (y; v;) = 0. After
initial transients have decayed, the statistics should be stationary, so that <yi +1> =

(y%) = <y2>. Solving for <y2> also gives our result.
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15.8 Temperature control and the waterbed theorem. As a simplified temperature

response let G(s) = (1+s)2 Add a PID controller, K(s) = Kp, + L Kd(lJrY/a)f)

Place the system in a box of thickness ¢ and thermal diffusivity D, whose temper-
ature transfer function for high frequencies is approximately Gpox(s) = e/ VD) s
(see Problem 2.5). Use {D, ¢, K, K;, Kq, wy} = {1,2,10,3,7, 10}.

a. With no box, compute the sensitivity function § = with L = K(s) G(s).
Confirm the “no box” Bode integral plot at right.

b. Add the insulating box response and confirm the “box” plot at right.

c. Investigate the response to an impulse disturbance at the output, using a Padé
approximant to the box transfer function or the inverse Laplace transform of

Gpox(s): G(x = £,1) = W exp{[—f—;f]}. Plot the disturbance as filtered by

the box, G(x = ¢, 1), along with the closed-loop response that it provokes. Plot,

too, the responses to a step input, showing the case of no control (just the sys-

tem), PID control, and PID control augmented with a first-order feedforward

filter between the reference signal and the controller input that eliminates the

overshoot of the simple PID controller.

1+L’

Solution.
a. The sensitivity function is

1 (1+s)?

SO F T L T vt K

with

K= K, + iy k| —2
V=R U1+ w—’f ’
Then we compute, numerically, In|S (iw)|.
b. The Bode response, [Gpox(iw)| = |e2Vi¢| = e~ V2¢ is shown below. Recall that

Vi= i\/%(l +1). Select the positive root to make |G| — 0 as w — oo.

0.1

Response

0.0l

0.0l 0.1 | 10
Frequency ®

See book for plot of |S (w)| |Gpox(1w)|.

c. The time responses are generated by using a linear response routine for G(s)
in Mathematica with the appropriate driving function. We note that the PID
parameters chosen give reasonable reference control (the step response) and
reasonable disturbance rejection (using the passive insulation from the box).
It is instructive to play around with other combinations, too.

log |S|

359

Frequency ®

10
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The solution shown uses a feedforward filter with transfer function Gg(s) =
m, with wg = 10. No attempt was made to systematically tune the PID
and other controller parameters, and you can probably find better ones.

Here are the plots:

Disturbance impulse response Reference step response
L 04 . No control 210 e
a . ‘\ a Lo
15 » % Control I
& 02/ S 3 05 === No control
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15.9 Acausal control of a first-order system. In reference to Example 15.2:

a. Show that the acausal feedforward input u(¢) given leads to the desired con-
trol. Hint: Solve the time-domain equations for u(¢ < 0), then u(¢) ~ 0, then
u(t) > 0.

b. Explain physically (in words) how this solution works. How can a non-zero
input u(z) for ¢+ < 0 nonetheless produce a zero output? If that output is zero,
where does the step response come from?

Solution.

a. First the math. For a transfer function

1-7s
1+7s’

G(s) =

the corresponding time domain equation is

y+1tly =i+t lu.

We substitute the desired solution y(¢) = 0(¢), to find a first-order differential
equation for u(z):
—a+tu=7"00) + 5 (D),

where the delta function arises from differentiating 0(¢).

We begin by noting that an “obvious” solution for # > 0 is u(t) = 1. This
clearly both satisfies the differential equation for positive time and meets the
final condition y = 1 at t = +oo.

To solve near ¢ = 0, we integrate from —& to +&. All terms that are continuous
or have a finite jump continuity, such as 8(¢), give a finite output times the
interval, 2e. Taking the limit & — 0 eliminates those terms. Integrating the
other terms then gives,

—uO0H+u0)=1, = u0)=2.
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In the last step, we use the previous result that u(0*) = 1, since we evaluate it
forr > 0.

In the last regime, ¢ < 0, we solve
—a+7'u=0, uw07) =2,

for negative times. This has a solution in this regime of u(r) = 2¢"/7. If inte-
grating backwards in time seems strange to you, change variables t — —¢ and
solve forward in the new time variable.

b. Now let us try to understand more physically what is going on. The first

question is how a non-zero input u(¢) leads to a zero output y(¢) for negative
times. Well, this is the meaning of a zero! That is, the zero dynamics implies
a signal u(f) that leads to a zero output. Here, the zero is at s = +7~!, corre-
sponding to the unstable (in forward time) signal shown. In the text, we have
discussed how zeros can arise due to cancellations that often depend on the
precise placement of input and output.

How then, do we get a step if “nothing” has happened so far? Here we get
to the subtlety of unstable internal states, discussed in Chapters 3 and 4. The
input-output relation of a transfer function misses some internal quantities.
Here, the internal variable blows up. Altering u(¢) suddenly from the value
that “maintains” the zero output allows for a sudden output swing.

15.10 Anticipating the future improves control. Consider the system of Problem 15.7,
for |a| > 1, with unstable uncontrolled dynamics. Scale v* = 1. What is the
minimum power P* = (u>(K*)) required to stabilize the system?

a.

b.

Use only current information. Assume u; = —Ky;, and show that choosing
K* = a - 1/aleads to a minimum power P* = a> — 1. (See Section 15.2.4.)
Assume that somehow you know y, at time k and choose u; = —Koyr—K i+ 1-
Show that choosing K; = K} = a— 1 minimizes the power, with P} = 2(|a| - 1).
For unstable systems, note that P¥ < P* (see right).

Show that using y,_; does not help. That is, if uy = —koyx — k1yx—1, the best
feedback gains are kg = a — 1/a and k; = 0, leading again to P* =a” — 1.

Solution.

To recap, the equations of motion are

Yi+1 = Yk + U + Vi, <V13> =,

Hereafter, we set v> = 1. (In all cases, the power o v2.)

a.

This problem is mostly done in the text. We choose u; = —Ky, and use the
result from Problem 15.7 for the variance:

1
<y2>: 1—(a—K)2'

Minimum power P*
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The power is

2 2/ 2 K
P:(u >=K <y>: 1—((1—[{)2‘
The minimum is found by solving (preferably using a symbolic-algebra
program)
2K (-
OP a” +akK + 1)
K~ [1-(- KPP

for K. The solutions are

y 0 lal < 1 . 0 lal < 1
a-1/a la>1 a*—1 la>1

. Now assume that we know y;,; at time &, so that we can have u;, = —Koy, —

K1yi+1. Then a similar calculation shows

2\ _ 1+ K, ( y = a-— Ky
@>‘a+mﬁ—w—mm’ IV T UFK 2 —(a-Ko?

The power in this case is denoted by P, and is

P, = (i?) = (K + K}) (y*) + 2KoKy (yy-1)

(K2 +K2) (1 + Ky) + 2KoK (a — Ko)
(1+ K1)? - (a - Ko)?

We find the minimum by solving the simultaneous equations

oP _ oP
0K, 0K, ~

for Ky and K. The solutions are K = K} = a—1, with a corresponding power
Pt =2(a-1).

. What if we had no future information but tried to reduce the stabilization

power by using past information? Let u; = koyx + kiyx—1. Then

2\ _ 1+k1
O>"a—mna+hﬁ—w—mm’
a—k()
Oy = ke @]
(yo) = (a—ko)? —ki(1+ky)

(= k) [(1 +k)? = (a— ko)
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and the power is

P = (i) = (g + ) () + 2koks (vy-1)

U3+ ) + ky) + 2koki (a — ko)
T A=k [(1+k)? = (a - ko)?]

Minimizing this expression for P(ko, k) leads to kj = a — 1/a and ki = 0,
which is exactly the same expression that we found for a feedback u; = —Kyy.
In other words, adding past information does not allow us to reduce the
minimum power, and P* = P*,

15.11 Entropy-rate paradox. Equation (15.37) claims that, for a stable open-loop
linear dynamics, the entropy rate of the output, H(Y), equals the entropy rate
of an output disturbance, H(v). Yet Eq. (A.263) claims that if y, = aw,
then H(Y) = H(v) + Inlal. Reconcile these two statements mathematically and
physically.

Solution.

The theorem applies to the sensitivity function S = ﬁ, where L is the open-

loop transfer function, assumed stable. Physically, L — 0 at high frequencies.
Mathematically, this implies lim,_,., S(z) = ﬁ = 1. The initial-value theorem
then implies 5o = lim,_, S (z) = 1, and Example A.26 shows that H(Y) = H(v) +
In|so] = H(»).

Physically, an output disturbance immediately affects the output with unit
gain (by definition). Then, because the closed-loop dynamics is stable, the infor-
mation contained in the disturbance fades away. But because “all of it” entered
in the initial step, it is present in the time series yy.

By contrast, the situation with y;, = av; is different. It implies an immediate,
constant gain « that applies for all frequencies. The “stretching” by the factor |a|
alters the amount of information gained in a measurement with fixed resolution
(assuming a continuous alphabet for the values of ¥ and v). Notice that in Prob-
lem 15.12 below, we consider similar dynamics of the form yx.; = ay; + v, and
show that for |a| < 1, the entropy rate truly converges to H(Y) = H(v). (The a
has a different interpretation in that problem.) In Problem 15.12, the coefficient
of v is again 1. If not, the entropy rate would also have been altered.

Physically, then, the equality of entropy rates comes from the fact that output
disturbances affect the output instantaneously and with unit gain.

15.12 Entropy rate of the output of a stable 1d system. Let x;,; = ax; + v, with
vk ~ N(0,v?) and |a| < 1. Let the output y; = x; (no measurement noise).

a. Show that the variance of the output is (yi) = 1‘_’;.

b. By direct calculation in the time domain, show that the entropy rate H(Y) =
H(v), where the time series Y has realizations y, and the series v has
realizations vy.
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Solution.

a. Assuming stationarity, which requires stable motion (|a| < 1), and substitut-
ing y; = x;, we have

Oy =a(y’)+0
(P =a@y)+27,

Lv?and (yy_1) = =552,

which implies that (y*) = 4
b. The entropy rate H(v) of the independent random variables v; is that of a
single variable, H(v) = In V27te + % Inv2. For H(Y), we calculate the entropy

of H(Y"), which, from Eq. (A.255) and Problem A.10.2, is given by

H(YN) = 1n( VZT[e)N + % In| det X[,

where X is the covariance matrix with elements (y;y;). Continuing the
argument from Part (a) gives, for the delayed correlations,

d iy
Giyp) = (1 —a2) Ve,

which corresponds, explicitly, to a covariance matrix X that is a symmetric,
banded-diagonal (Toeplitz) N X N matrix:

1 a & ... a"
a 1 a aV!
2
Y= 4 @ a 1
1-a?
: . a
aV a a 1

By evaluating explicitly low-order cases or using a symbolic algebra program,
it is easy to see that

2

; N
1-a2

N vV
1= 2N—l: .
)( A=

detZ‘.:(

Then
HIN)

HO) = Jin

lim 1 In(27te)V'? + l1n VN - l1 —a 0
N—oo N 2

1
In V27e + 5 Inv?
=HW).

15.13 Causal conditioning. Prove that Egs. (15.38) and (15.39) for ordinary and
causal conditioning are equivalent. Hints: Use Bayes repeatedly and do N = 2
explicitly.
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Solution.
Let us first do the N = 2 case explicitly, to get some hints as to how to proceed
more generally. For the ordinary decomposition of conditional probability,

PN, YNy = PYN XYy P(xX™)

N
= [ [ Py, x¥) Poxx*)
k=1
forn =2 = P(Y|Yy, X?) P(Y1|1X?) P(X2|X;) P(X})

For the causal decomposition of conditional probability,

PxN, YNy = pyN|IxXNy pxN YNty

N
= [ [ P!, x5 Poxxt=!, vty
k=1
for n =2 — P(Y,|Y;, X*) P(Y1|X)) P(X)X), Y1) P(X)).

Canceling common terms, equating the remaining one, and using Bayes’
theorem gives

P(IX?) POGIX)) = P(Y1 X)) POGIX, Y1)
_ POAXT) P(Y1 X4, Xo) P(Xa|X1)
Pty '
Thus, the two decompositions of conditional probability are equivalent for this
simple case. More generally, for

N
PN, YNy = POIXY) PV = [ POdrt x) POsix™ vih,
k=1

we apply Bayes’ theorem to P(X;|X*~!, Y*=1) = P(X|Y*!, Xk 1):

P(Yi1[Y%72, X5 POX|Y*2, X0
P(Yi—|Y*2, XK1

PGV X =

The denominator cancels all the terms in the first product except k = N, leaving

N
PN, YNy = P(yylYN XY ﬂ P(Yi[Y2, X5 POXG YR, X1
k=1

We use Bayes’ theorem again on the second product:

P(Ys| V', X8 PGV, XM

PX Yk*Z,kal =
Xl % P(Y Y53, XFT)

Again, the denominator cancels all but the k = N term of the first product, giving

N
PN, YY) = POMYN XY PO lY Y2 XN [ POealY 2 X5 POGIY X4,

k=1

365
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Repeating, we see that we will eventually generate from the first term

N
POYYY LX) POy VY2, XY = || POad Y x M) = Partixt).
k=1

The remaining terms will be of the form
N N
[ [Py, x4 = [ | Poxlx*") = Px™),
k=1 k=1

where we note that Yy, Y_q,... are all equal to the empty set (there is only
Yi,..., YY) and can thus be eliminated from the conditioning. Thus we have
proven that

PN, YNy = PayNIxNy PxM YNt = PrNixM) pxN).

Note that I found it helpful to work out the N = 3 case explicitly, as well.
15.14 Directed information decomposition. Prove Eq. (15.43). Hint: Use Eq. (A.287).

Solution.
The version of the mutual information definition in Eq. (A.287) makes the
symmetric of its arguments explicit:

1IN, YMy = HXYY + HYN) - HXV, YM).
The joint entropy is
HXY, YY) = - Z PxV, YM)log P(XV, YV).
But, from Eq. (15.39), we have
PN, YNy = PN |Ix™) PaxXMIYNh,
Then
HXN, 7Yy = = 3" PN, vy log POV IX™) PXMIYY )
== > PN, ¥Mylog POrNIX™) = > POXY, YY) log POXN|IYN!)
= HYM XYy + HXMYN .
Going back to the definition of mutual information, we have
IXN; Y™y = HXYY + HYY) - HXV, YY)
= HXY) + HY™) - HYMIx™) - HXY|[yM™)
= [HY™) = HOMIXY)| + [HxY) = HXN YY)
=I1XY 5> YN+ 1(yVN ! 5 xNy,

which is the identity we set out to demonstrate.
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15.15 Mutual vs. directed information. Using the chain rule, show the results for

mutual and directed information claimed in Example 15.5.

Solution.

For this problem, let XV = {Xy,X,..., Xy} and YV = {Y,,..., YN}, Thatis, X
starts at k = 0 and Y starts at k = 1. Then the dynamics Y, = X;_; is valid for
k=1toN.

e Mutual-information rate, 7 (X — Y).

N
IxXV; YNy = Z 1Y XV Y5 chain rule
k=1

HYY*) — Hy Y, xN)

H(X;1X%) — HXG-1 X2, XY) (Ve = Xp-1)

H(Xk_l) - H(Xk_l |Xk_1) (Xk are lld)

M= Iz T M= T M=

HX)-0

~
I

1
NH(X).

Thus, 7(X;Y)= H(X) . Intuitively, since X and Y are the same time series

shifted by 1 unit, each measurement of Y reduces the uncertainty about X by
H(X). Note, however, that our intuition depends on the i.i.d. assumption
about the stochastic process for X. When there are correlations, information
is “spread out” and not “localized” to a particular variable.

e Directed-information rate, 7 (X — Y).

N
IxXN = yN) = Z 1(Y;; XM Y*1y definition of dir. info.
k=1

HYY — Hyl v, x*)

H(X- 11X — HXG11X52, X5

H(Xj—1) — HX—11Xk-1)

HX)-0

M= Iz 1M1= T[M=

~

=1
NHX).

367
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Thus, 7(X = Y) = H(X)
e Directed-information rate, 7 (Y — X).

N
17N = xV) = Z 1(X;; YHX*1)
k=1

D= TP= 1D

HXGIXY) = HOGIX, v

HX X — HOGIX!, x4

H(X;) — H(X;)

I
iy

Thus, 7(Y > X)=0

The last two results show that X causes Y, and not the reverse. Note that our
results are consistent with Problem 15.14, which proves that

XY 7Yy = 1xXY - YNy + 10V - XY,

(Remember that we extended the X variables by adding X here.)

15.16 Information rates for a finite-bandwidth, continuous system. Consider an ampli-
fier that acts also as a low-pass filter, with transfer function G(s) = Go/(1+s), that
is used as a transducer between a continuous input signal u(f) and a continuous
output signal y(r). Let y(s) = G(s) u(s) + &(s), with (£() &()) = E26(t - 1).

a. Using integration by parts, show that f_O:o do 1y [Hi (‘”2”’? )] =>i(a; — by).

27 W+Db?

b. Show that 7(U;Y) is given by Eq. (15.48).

Solution.
a. We have
2 2 1 612
< dw w”+a; < dw + -
_1 1 — _1 W
Im2n n{n((u2+b?)} fo<,27'c nln[l_'_ﬁ]
1 1 w?
a

We thus focus on
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Isolating the dimensionless part, we integrate by parts:
1 1 (-2/w?)
fda)ln(l + E) = wln(l + E) - fdwwm
1 1
=wln(l+E +2fdwTu)2

1
=wln(1 + —)+2tan‘1w.

With limits w = +oo, we have a)ln(l +1/w?) = w/w? = 1w — 0 and also

tanw — [% - (—%)] = 7t. Thus,

“ dw a? a
[wﬁln(l+m)=ﬁ(0+2n)=a,

and the full integral follows immediately

b. With G = and |G (w) = we have

H—z/z,

dw SNR;
Iy In|1+ ———
1) = 2[00 27 [ 1+w2/w3J

1f°°dw1 w? + wX(1 + SNRY)
2 J_o 27 w? + w?

o 2
—7( 1+SNRO—1)
where SNRy = Gyo, /€.

15.17 Information rates in two different limits. In Section 15.2.3, the mutual infor-
mation rate for a constant-gain amplifier, sampled at Tj, is given as Z(U;Y) =
%Tg log(1+ SNR(Z)). On the other hand, the rate for a continuously sampled ampli-

fier of bandwidth w is Z7(U;Y) = S (4/1 + SNR% —1). Calculate 7(U;Y) for

Go
1+s/we *

l+€/w

finite 7; and w,, and reconcile the two expressions. Assume G(s) =

Solution.
For a finite sampling interval T, the maximum frequency is the Nyquist
frequency, |wy| = 7t/T;. With a finite bandwidth w,, the amplifier response is
2

G (w) = —=.
1+ 7z

With SNRg = G(g’” and a = wy/we, the information rate is

1 [(“vd SNR?
I(U;Y)zzf —wlog[1+1+wg]

—wy 2T &

f | NRg
0% 1+ w?
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We dwl g(w2+l+SNR(2)]

2 m w?+1

-

SNR; Py
=% alog(1+l—g]+2 1+SNR(2, tan' | —2 |- 2tan"'a ,
T Ta \J1+SNR?

In the limit wy > w,, or @ — oo, we use the result from Problem 15.16:

,/1+SNR§—1}.

Alternatively, in the limit w, > wy, or @ — 0, we find

where the integral is derived in Problem 15.16.

Iu;v)= %

I(U:Y) = 22 alog (1 + SNRZ) + 241 + SNRE | —2—— | - 20

\J1+SNR}?

- ‘;_Z log (1 + SNR?)

5= log (1 + SNRF) .

Thus, we see that the two expressions depend on which infinite limit is taken
first. Should we be concerned about this ambiguity? I would argue no: concepts
such as infinite bandwidths are idealizations of Nature that are never precisely
realized, anymore than other concepts such as perfect linear relationships or
perfect geometric forms. In a real physical situation, w, is finite. And, while
a relationship can be continuous (assuming time itself is not quantized), any
measurements will have an effective wy, too. In a given physical situation, there
will be a specific value of @. If @ > 1 or @ <« 1, then we can make the appropriate
approximation.

15.18 Nonlinearities can reduce information rates. Consider measuring the signal u; ~

0 ﬂ N(0, 0%) with the nonlinear saturation function yo = g(u) shown at left.

= " a. Show, for suitably defined a, that p(yo) = al[d(yo—u®)+ 6o+ u*)] +

0 1
Input (u)

=
*

Output (yo)

- e /2 for |yo] < u* and 0 otherwise. (Check that p(y,) is normalized,
too.)

b. Then find the full distribution for p(y) for y = g(u) + ¢ by convoluting with
the noise distribution & ~ N(0,£%). Do the convolution symbolically or
numerically.

3 '0' "3 ¢. Foru® =0, =1and ¢ = 0.2, confirm p(y), left. Confirm, too, that the dashed

Measured value y lines show the limiting distributions: N(0, &%) for u* /o, < 1 and N(0, 02 +&2)

for u* /o, > 1. Confirm, too, the information-rate plot in the text.
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Solution.

a. To show that

D) = {a [8. 0o —u) + 8o+ u)] + 7= eyl <u

lyol > u*
we change variables:

pu)

e—uz/Zcrﬁ .
g’ ()

p(yo) =

, p(u) =

1
u=g" () \2mo?
The d-functions then arise from the regions |u| > u*, with weight

2 2
00 el /20, 1 u*
a= du == erfc( ) .
-

\2no?2 2 V2o,

For —u* < u < u*, g'(u) = 1, so that p(yy) = p(u) in that region. This gives the
last term in the PDF.

We verify that

u* _MZ a.2

du e
—u* Y/ 210" 3

showing that the full distribution is normalized.
. The noisy measurement is y = yo + & Thus, we find p(y) by convoluting
(o), found above with the noise distribution p(¢), with & ~ N(0,£%): Thus,
p(y) = p(yo) * p(¢). This is straightforward numerically but can also be done
symbolically. Let us see how to do it here (a symbolic-algebra program helps).
The & functions each give rise to a Gaussian distribution with mean +u*.
The convolution integral is

=1-2a,

(y—x)z

0o 1 T2 *
1 2| A= > <u
dx e % { \2nol b1
2
R 0 e

Evaluating the integral and combining with the -function convolutions gives

1 a _g-u)? _ o)
PO, E) = 5 e fe ¥

\27E?
2
——r w2 2 2 gD ok 2 2
e 2021 Cl'f wE+U o —yo;, + erf wE+u o +yo;,
1 [ 0 V2A0i+€) 0l V2Aoi+£2)

+ = .
2 21(02 + £2)

For u* > {0,,£}, we have a — 0 and erf(-) —» 1, = p(ylu*,£*) — N(0,02 +
).

For u* < {0, £}, we have a —  and erf(-) - 0, = p(ylu*, &%) — N(0,&%).

3N
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c. See code on book website. The mutual-information calculations are based on
Eq. (15.50), which states that

I(U;Y) = H(Y) - H().

The latter entropy is log +/27te £2, and the calculation reduces to finding H(Y),
which is based on p(y) = p(yo) * p(£).

15.19 Information flow in the small-noise limit. Make the arguments about the small-
noise limit that lead to Eq. (15.53) more precise.

Solution.

The main issue is how to convert p(y) to p(u) in the low-noise limit. We pro-
ceed by formulating the joint distribution for p(y, u,¢) and then marginalizing
over u and £ to find p(y). Using the definition of conditional probability and the
independence of u and &, we have,

p0)= [ dudep.une)
- f duedé (ol &) pu) p(é)
_ f dudé 5[y — g(u) — €] p(u) p(€)

= f du p(u) ply — gw)] .

Here, p(&) = N(0,£2), so that p[y — g(u)] = N[y — g(u),£*] is just a normal
distribution, with mean y — g(u) and variance ¢2. Thus,
1 _ s 1 dz b=z

27¢? dupluye > = 2l J g (w)l pye >

dz
6 - )
- f 20l pu)d(y—72)

where we have changed variables from u to z = g(«) and then taken the low-noise
limit &£ — 0. Evaluating the integral then gives

p(y) =

pO) = )
|g/(u)| u:g’](_y) '

Here g(u) is assumed to be monotonic in u. This is equivalent to Eq. (15.53).

15.20 Classic Szilard engine with noisy measurements. For the “energy” version of the
Szilard engine discussed in the text, one can extract energy up to kg7 In2 I(X;Y)
for noisy measurements where the probability that the wrong state is observed
is ¢£. Here, we show that the same result occurs for the traditional version of the
Szilard engine illustrated in Section 15.3.1. See Sagawa (2019).

a. Show that the average information gained by a single measurement y is
I(X;Y) = 1 — Hy(¢), where Hp(¢) is the Shannon entropy function for two
states, in bits.
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b. Extract an average work kg7 In2 I(X; Y) as follows: If the measurement shows

the particle on the left, move the partition from the center of the box to a » -
position v chosen to maximize the extracted work. What if the measurement
indicates that the particle is on the right? Explain intuitively this optimal Ty

protocol.

Solution.

a. From the definition of mutual information between the state x and measure-
ment y,

I(X:Y) = HX) - HX|Y) = H(Y) - HY|X).

The two forms are equivalent because I(X;Y) = I(Y;X). Here, the second
form is more convenient because we are given the conditional probabilities
P(Y|X). Note that it is obvious, due to the symmetry of the problem, that
P(Y) = P(X) = 1, so that H(Y) = In2. For the conditional entropy,

H(Y|X) = — Z P(X,Y)In P(Y|X)
(X,Y}=L,R

= —P(Y) Z P(Y|X)In P(Y|X)
(X,Y}=L,R
=2(3)[-£ng - (1 - &)In(1 - &)
= Hy(¢).
Thus,
IX;Y) = HY) — HY|X) = In2 - Hy(é).

b. To calculate the maximum extractable work, we analyze the suggested proto-
col. We also first calculate the average work conditioned on the observation
of a particle in the left side.

(W) =P = LIX = L)P(X = L)W(v,good) + P(Y = LIX = R)P(X = R)W(v,bad),

where W(v, good) is the work extracted when the measurement is correct and
W(v,bad) is the work “paid” when the measurement is in error. In units of
kgT, we have
W(v, good) = In % =In2+1Inv
1-v

1/2

In the “bad” case, we are compressing the particle from a volume 1/2 that of
the box to (1 —v). Substituting and using P(X = L,R) = % and the conditional
probabilities for observations gives

W(v,bad) = In

=In2+1In(l —v).

W)y =1 =92 +Inv] +£5[In2 + In(1 - v)]
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1

[A=¢+5HMm2+ (A =& Inv+EIn(l —v)]

N = N

[N2+ (1 -&Inv+&In(l —v)] .

By symmetry, it is clear that the other contribution (Wg) will have exactly the
same form, withé —» 1 —¢and v — 1 —v. Thus,

(Wex) = = [In2+ (1 = &) Inv + EIn(l —v)] .

[NSHN\S)

The last step is to choose v to maximize (Wey). Solving d,{Wex)(v) = 0 gives
v=1-¢and

(Wexy = [In2+ (1 = &) In(1 - &) + £1né]
=1In2+ Hy(¢) = I(X; Y).

Thus, (Wext) = kgTI(X;Y). Measurement error reduces the information
acquired from the system, which then reduces by the same amount (times
kgT) the work that can be extracted. Of course, poorer protocols can extract
less work.

‘Why move the partition only partway? When the measurement is in error, we

will compress the gas. If we compress too much, the cost of bad measurements
will be too high. The optimal protocol balances potential gains against losses.

15.21 Two forms of the master equation. The master equation d,p; =
> <W,-_,~ pj— W]-ipi) has transition rates W;; from state j to i.

a.

b.

Interpret this form of the master equation physically in terms of in and out
currents. Can you give a graphical interpretation, too? (Cf. Section 15.3.4.)
An equivalent form of the master equation that is more convenient mathemat-
ically is given by d;p = Wp. For this form, why must each column of W sum
to zero?

Express the rate matrix W in terms of the transition rates W;;.

Relate d,p = Wp to its discrete-time counterpart p,,, = Ap, for a protocol of
duration 7. (Hint: exponentiate to find a condition between W and A.)

Write Eq. (15.67) for a two-state system. What is its matrix W?

Solution.

a. The product of probability x transition rate can be interpreted as a vector

of probability currents J = Wp. That is, each component J; is the current
through the /™" state, so that the master equation can also be interpreted as

dtP=J=Jin_Jout~
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A graphical interpretation of the first form of the master equation, identifying
the in- and outgoing currents into each node p; is given below:

® - © - ©

IN ouT

. The condition that the columns of W sum to zero is required by the need
to keep the probabilities p;(f) normalized at all times. If we sum the master
equation d,p; = 33; W;;p; over i, we have

-3l

d (Z Pi] = ZP}‘ ZWU
i J i
(1) =D pi| D Wi

J i
WA P
J i

The inside sum must be true for arbitrary p; vectors (whose components sum
to one), which implies that the columns of the matrix W must sum to zero.
This is the continuous version of the normalization condition for discrete-
time dynamics, }; A;; = 1.

. Let us try the following rule for constructing W from W:

W = VV” i+
ol newy =

We could also express this as
Wi = Wi =815 ) Wi
k

using the Kronecker delta function (1 ifi = jand 0 otherwise). It is worth not-
ing that W; = O for all i, as W records only the transitions between different
states.

The above definition is set up so that the normalization condition is automat-
ically enforced:

ZWU=[Z%]+Wﬁ:[zwij]_zklwkao_

i#] i#]
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Armed with this form for W, we show that the compact matrix form is equiv-
alent to the original in-out form. The evolution equation for probabilities
is

n
dipi = Zwijpj
J=1
= ZWijpj + Wiipi
i
= Z ijPj— jl Pz)
J#L

Z l]p] ]lpl)'

The first term represents the fraction of states going from any other state i
into j, while the second term represents the fraction of states going out from
J to any other state i. The master equation is usually written in the more
intuitive in-out form. In the last line, we can remove the restriction that the
sum be over j # i, changing to a simple sum over j. This step is justified
because the i = j term has a net right-hand side that is automatically zero.

. Exponentiating the continuous-time equation

dp=Wp
gives
p(®) =e"" p(0) = Ap(0).
Thus,
A=e"x1+1W,

where the latter approximation is to first order in 7. These relations for
stochastic transition matrices are analogous to the ones we derived in
Chapter 5 to relate discrete- and continuous-time formulations of linear
dynamics.

. To connect to the Maxwell-demon example of Section 15.3.5, we denote the
left and right states as 1 and 2. Thus, we define p; and p, = 1 — p;. The
equations of motion, in this language, are

dip1 = —wap1 + w22
dipr = —p1 = +wa1p1 — w12P2,

which implies that the matrix W is given by

—wWy W12
W= ).
w2 —wi2

Each column sums to zero, as expected.
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15.22 Work extraction from a finite-time protocol. We explore numerically and
analytically finite-time protocols of duration 7 for a two-state Szilard engine.

a. Show that the master equation reduces to a single differential equation for
p(1), the probability to be in the initially unoccupied state, and &(¢), its energy
level.

b. Integrate the master equation for the protocol e(r) = (1 — t/7) and evalu-
ate the average work over the protocol. Confirm that (W) is maximized for
T — oo,

c. Show numerically that the average power extracted, (P) = (W)/7, is maxi-
mized for 7 — 0. Given that, show analytically that ¢ ~ 0.3 maximizes (P).

Solution.

a. We begin by writing the master equation for a two-state system:

dip1 = ~wap1 + wips
d;p2 = —p1 = w1 p1 —wps,

where wy /w1 = e, With a scaled time ¢ — I't, we can write wy; = € € and
wyy = 1. Then, using p, = 1 — p; and writing p = p;, we have, finally,

dp=e“A-p-p, p0)=0,

where (1) = €(1 — /7).

b. We can solve this equation numerically for a finite-time protocol €(¢) = (1 —
t/7) over a cycle of duration 7. The expression for the average energy extracted
as work during the protocol is given by

W=-— f ' de(r) p(t, (1)) = +2 f " P, €()) .
0 T Jo

The sign is chosen so that W > 0 implies that a positive energy has been
extracted from the heat bath. For numerical results, see the code on book
website. You should be able to reproduce the image given in the text and to
verify that curves tend to

Wi(e, =1 .
(€7 —co)=lnmmr

c. From the numerics in (b), it is clear that the average power always decreases
with 7 and hence is greatest at r — 0. Similarly, you can readily check that
p(t) < 1 for all ¢ in the range 0 < f < 7, as T — 0. The master equation for
p(2) is then, approximately,

—€(1-t/7) — e ® eegt/‘r

dp=e

Integrating, we find

—€(

p@t) = % (ef"’/f —1) .
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and an average extracted work

—€) 1
w="2 fdt == ©° Tf dr (e W-l):r[—(l—e—f°)—e-€0
T €

€

The power is then
1 _ _
P= [_(1—e ) —e 50],
€0

which, numerically has a maximum P,.x ~ 0.298 for ¢ ~ 1.79. This
matches the maximum found numerically from the full equations, with no
approximation.

The main point is that while the maximum power per cycle is extracted from
long, quasistatic protocols, the maximum power (here) is extracted for very
fast cycles. Note that we have still assumed a particular protocols, e(r) =
€(1—t/7). Bauer et al. (2014) use the calculus of variations to find the optimal
protocol function, which turns out to be to let € jump from 0 to 1 and then
back to 0 rather than ramping down. The maximum possible power is then
Prax = 1/e =~ 0.368, which is somewhat better than what we found with our
restricted protocol.

15.23 Entropy production in stochastic thermodynamics.
a. Derive the entropy decomposition d,;S = §; + S . by showing (or identifying)

1 Pj ljpj : 1 WJ
dsS == Jijln—, Jijln Se== Jijln —
, 2; ' npl Z ! ’ 2; ' nW

jlpl

b. Show that Q = T'S. is consistent with the definition Q = 3..(d,p;)e; used in the
first law. For help on this problem, see Van den Broeck and Esposito (2015).

Solution.

a. The time derivative of the entropy (in units of kg) is

diS == ) (dip)Inpi= ) pi(diInp).

A

The second term vanishes because of probability normalization:

Z pi(d;Inp;) = Z pi ( )dzp,
=(d, [Z p,»)

i

=d(1)=0
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Thus,
dS = - Z(d,p» Inp;

=_Z ljpj In p;
:—Z ,jpj ln—.

This last step uses the property that };; W;; = 0. Explicitly, the new term is

0
ZW,-jpjlnpj = ijlnpj(W:O
ij J d

Next, we recognize that indices that are summed are dummy variables and
can have any name. If we switch index names i < j, we thus get the same
sum. Noting that the diagonal term then drops out, so that W;; = W;;, we can
thus can re-express the entropy rate as

dsS —+2Z Wiipj — J,p, —:—Zjuln

where we also use ln(p il p[) = - ln(pi /p j) and recall that we have previously
defined the current from j to i as J;; = W;;p; — W;p;. This is the desired
expression for d,S .

Finally, writing
. Wiip;
o Pi_yy LiiPi
Di W;ipi

we arrive at the desired result: d,S = S. + S;, with

Wiip; _
$i 22],]1 g A Se=0/T = 221,,1
b. We start from the definition used in the first law:
0= Z(d,pi)ei

= Z lJpJ &
Z (Wiips) j—j
- Z ]lj—
Z Jij ln —_—

Thus, the two definitions of Q are equivalent.

+In —,
WA.

Wi

U
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15.24 Nonequilibrium free energy

a. Show that F(p) = —kgT In Z when p is the equilibrium distribution 7.

b. Show that F = F*1 + D(p|n), for relative entropy D(pl||n) = 3; p; In(p;/n;) = 0.

c¢. Generalize the result in (b) to one-dimensional continuous distributions, with
pi — p(x)and Y, — f dx. Assume overdamped dynamics, so that ¢ — U(x).

d. Show that the protocol of Figure 15.7 extracts a work Weyyract = F — F©4.

e. Show that the irreversible protocol dissipates heat Q = F — F*4 into the bath.

Solution.

a. The equilibrium distribution is

where the partition function,
i

ensures normalization: Y;; = 1. We then write the definition of nonequilib-
rium free energy using the equilibrium distribution:

F¢ = qu +m; Inm;
7

= Z mi€ + mi(—€ —InZ)

=—[Zn,~)1nz

1

=-InZ.

Going back to unscaled (physical) units gives F*4 = —kgT InZ. This is one
traditional definition of the equilibrium free energy.
b. The difference between nonequilibrium and equilibrium free energy is
F—-F% = Zfipi +pi1npi — €T —7T,‘1117Ti

1

=€g(pi—m)+ pilnp; —mIng; — p;Inm; + p;Inm;

= €&(pi —m) + Inm(p; — 1) + pi 111%

L

= &(pi—7) + (6~ Z2)(p; - 7)) + pIn 2
.

1

=piln 2
T

l

= D(plir) .

The terms proportional to In Z vanish because both p and 7 are normalized
distributions. Notice that when p = &, we immediately see that F = F®9, since
D(n||l7) = 0 for an arbitrary distribution 7.
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c. For probability density functions p(x) and its equilibrium counterpart 7(x),

F-F1= fdx [Ux)p(x) + p(x) In p(x) — U(x)m(x) — m(x) Inw(x)] .

In this expression U(x) is the system energy (all potential energy) when the
particle state is x. Because the system is overdamped and one dimensional,
the state is characterized by the single continuous variable x. Otherwise, we
would need a two-dimensional state, with the second component representing
the momentum. In this case, though, the equilibrium distribution is 7(x) =
(1/2)e™Y® orlng=-U-InZ.

The notation is cleaner if we drop the x dependence from the functions.

F—Feq=fdx[Up+plnp—U7r—7rln7r]
=fdx[U(p—n)+plnp—7rlnn—pln7r+pln7r]
=fdx[U(p—:r)+(ln7r)(p—7r)+p1n§]

= fdx[U(p—7r)+(—U—1nZ)(p—7r)+pln I;)]

:fdxplng.
s

We again use the normalization conditions, f dx p(x) = f dxn(x) = 1. Thus,
the derivation proceeds entirely analogously to the discrete case, and again
we find

F—F*=D(plm) 20,

for the continuous probability density functions p(x) and 7(x).

. The trick is to define notation carefully. Let Uy(x) be the potential shown at
the top of Figure 15.7. Its equilibrium distribution is 7(x). Similarly, let U,(x)
be the potential after the quench, shown at bottom left. It is chosen to be the
potential whose equilibrium distribution is p(x), the initial nonequilibrium
state in the protocol. The quench thus requires work

unench = <Up>p - <U0>p s

where the angle brackets (-), denote the ensemble average with respect to
the distribution p(x). In particular, (U,), = f dx p(x)Up(x), and (Up), =
[ dx p(x)Uy(x0).

In the second step of the protocol, we make a quasistatic transformation
between the two equilibrium states. The work done is the difference in
equilibrium free energies:

Fl' - F = F'—(U,), +TS(p),
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where the second term uses the definition of the equilibrium free energy for
p(x). Putting these two contributions together, the work required to carry out
the protocol is

W = ((Up)p = (Uod,) + (Fo2 = (Up)y + TS (p))
= Fgl = (Uo), + TS (p)
= Fy' - Fo(p).

More intuitively, the work extracted from the heat bath is the negative of this:
Wextract = =W = F — Fe,

where we have simplified the notation since both free energies are referenced
to the equilibrium distribution of the start (and end) potential Uy(x). If the
second step of the protocol is carried out in a finite time, then we would
conclude that Wegyraer < F — F®9. Some of the energy is returned to the heat
bath.

e. In Figure 15.7, the “do nothing” protocol simply lets the nonequilibrium dis-
tribution p(x) relax to the equilibrium 7(x). Since the potential is unchanged,
no work is done on the system. The heat transfer is just TAS o, Where AS (o
is the total entropy change, which includes the change to the system (particle
in potential) and the surrounding heat bath. This is given by

0 =TASor = T[S () = S(P)] +Qrelax
—————

system

= T[S = S(P)] - |(U)r +(U),|
N———

————
system bath

= F-F%,

In the second line, —Qrelax = (U)x — (U), results from the first law. Remember
that the unchanging potential means no work is done during the relaxation
and also that the first law AE = W + Q refers all energies to the system. We
thus have Q1ax = —Q because we need to compute the heat transferred to the
bath.

15.25 Bipartite system. Analyze aspects of their dynamics and thermodynamics.

a. Show that the information flow is given by Eq. (15.90).
b. Derive the decomposition of entropy given in Eq. (15.91). Give explicit
expressions for all components and prove that $¥ and S§! are each non-

negative.
¢. Imagine that, not knowing about System Y, you tried to define an X-only
“entropy-production rate” a"i( = % pI J W)’;A . Explain mathematically

and physically how o-f can be negative.
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Solution.

a. The mutual information between states x and y is given (in nats) by
p
= Z Pxy In a2
> PxPy

We then use the master equation d;p,y, = 3,y JB( to write the time derivative
as

>0.

0
d,IXY = ; (dtpn ln + %:PX)( dtpxy plx - ;ydtpy)
_ pxy
= ; (d, px),) In o,
— vy . In
xyzx: T pepy

In the first step, we perform the sums before the time derivative and use the
normalization of the probability distributions, noting that 3’ ,, p,, = 1. Sim-

tlarly, 3% puy/px = Xy pyx = 1 and X, pxy/py = X pxy = 1, where we have
introduced the conditional probabilities: py, = pyxPx = PayPy-

Following Eq. (15.88), we use the bipartite structure of J to write
Z J;ﬁ’ Z xx’ + Z Jzy,
x'y’ Yy

so that

47X = [Z xx,+ZJ”] ﬁ.
xPy

xy,x’ XY,y

From the definition J0 , = W2, py, — W, p.,, we see that /), = —J), . Thus,

S S LS (o i L
o PxPy T2 o PxPy
= Z J7,In ny ] - (— Z J7,In Py ) (swap x < x" in 2nd sum)
xy b4 xX'y,x
_ Pylx P)Ix
|2 Z ] ( Z ]
xy,x’ xy,x
1 Dylx
== J,In—

=~

383
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Similarly, from the definition /> = W’ Py — WY Py, We see that 7Y =

and thus

Zjiy’l px* _ ZZJnl le) —jr

o le?y o Paly

Putting both terms together gives d,IX¥ = IX + [V,

. The entropy production of the joint system is

7"

Y
. 1 v 1 WieDxy
S¥ =~ E J2In === >0,
2 XX V' y
xy,x'y vaxPxy

Yy
-

non-negative because each term in the sum is of the form (x — y)In(x/y) > 0.

Then, using the bipartite structure of the currents and rates, we write

§XY 2 5 Z [va ln WV\,pxy —ani,/;\;pxy)]
xy,x'y’

Z L (W pey =W, p) + > B (W2 oy = In W pyy)

xy,x’ xy,y’
Py Y4 v W ny
JIn xx 7 .
2 ); o x’xpxy 2 xyz) x ny
$X N
Recalling that

Y —wy y W Y Yy
Jxx’ = Wxx’pxly - Wx'xpx}’ and JX = WX Pxy — WX Dxy»

we see that $¥ > 0 and $7 > 0 for the same reason that $¥” > 0. Thus, the
overall entropy production can be split into X and Y contributions that are

each separately non-negative.

We now rewrite the log term in S

y y y
In Wxx’ Dx'y = In Wxx’ Dxly = In Wxx’ Dx —1n PxlyPx

W)}c'xp"y Wi'xp)fb’ W)yy «Px PxyPx .
Next, we use Bayes’ Theorem to write

PxlyPx _ PylxPxPx' Py _ Pylx

PxyPx P PxPsPy  Pyx

Then,
. /px 1 ) Pylx
$§¥ = Woebe 1 S, In ==
' ,;; WV xPx 2 ,;; o by
=1Zﬁ In LIS Bl
2 xy, X' xy x 2 xy,x . p)’|x’

4,5% gx i
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Collecting the terms gives
S¥=dSs*-$¥-1*>o0,

which is what we set out to prove. The Y term is handled analogously. Notice
that the X terms involve an average over Y and vice versa. When we define
X-only terms such as d,S %, etc., we always implicitly assume that all “latent”
(unknown, from the point of view of X) terms are averaged over.

c. The imagined “entropy production rate” o = d,S* — §¥ is

xx’px
i 22 xx’ W} s

xy,x'
W pe
y xx' X

e Pxy = Wi DPxy .
2 ); X g ) W/}v]’xpx

Mathematically, there is no reason for this sum to be positive, as, in order to
be of the canonical form (x—y) In(x/y), the probabilities in the log term would
have to be py, and p,,. These are simply different from p, and p,. Perhaps
a more intuitive expression is to use pyy/prxy = Pxy/pPxy and to note that p,
is different from p,,, etc. Physically, we have given the reason in the text:
the true entropy production rate has an additional term representing flows of
information to and from the hidden system.

15.26 Four-state bipartite system. The system illustrated at right copies that of Fig-
ure 15.8 but relabels the states as {1, 2, 3,4}, to simplify the analysis as a single
joint system. In addition, we add up to four nonequilibrium driving potentials
Fo1, faz, fa4, fi3 (all in units of kpT) going from 2 — 1, etc. The W;; = 1 for
the “base” rates (light forward-backward arrows). When nonequilibrium driv-
ing is present, the rates are modified to W,; = e”/2 and W), = e /2, so that
Wo1/Wip = CfZI, etc.

a. Write down the master equation for the joint bipartite system. Show that the
steady-state solution has p; = i when all driving terms f;; = 0.

b. When the driving terms are present, show that the entropy production rate
s S¥' = J(fo1 + fo + fa + fi3), where J is the current around the loop.
Similarly, show that $¥ = J(fo1 + f34) and ST = J(fi2 + fi3), thus confirm-
ing $¥¥ = $¥ + §Y. Finally, show that the information flow is /¥ = —/* =
JIn(propr1 / propr1)-

c. Consider the sensor case where fi3 = fi, = f and f>; = f34 = 0. Show that the
steady-state probabilities states are %(1 + tanh % f), as plotted at right. Show,
too, that the steady-state current around the loop is J = 1 5 tanh(3 L £). The total
dissipation rate to run the sensor is then S XY —ofJ~ 4 f2 for f<«<land~ f
for f > 1. Show that the information ﬁow I = Jf > 0, as expected for a
Sensor.

d. Consider the regulator case, where fi3 = fia = f34 = f and f>; = 0. Show that
the steady-state probabilities are as shown at right. Find J. Use the latter
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Probability
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to find $¥ and the information flow. Show that for f > 1, ¥ ~ 3f and
X~ —f2.

Solution.

a. The rate matrix W has the following form:

—ef13/2 _e=fu/2 efn/2 ef13/2 0
e fu/2 —e/n/2 _efnl? 0 e ful2
e~ f13/2 0 —efi3/2 _g=ful2 eful2
0 efnl? e f3/2 —eful2 _e=fu/2

We note some general points:

i. The cross-diagonal terms are all zero because of the bipartite structure.

ii. The diagonal terms are simply minus the sum of the other column com-
ponents. They are chosen so that each column sums to zero, conserving
probability.

With all f;; = 0, the rate matrix simplifies to

-2 1 1 0
I -2 0 1
WEND 0 2
o 1 1 =2
By inspection, the Wp,, = 0 for
1
1
peq = 1 b
1

meaning that p; = % after normalization.
b. In single-index notation, the entropy production is

. W:.p;

Si = Z -]ij In Lp/ .
i<j W]lpl
where we revert to the restricted sum so that we do not double-count terms.
Because there is a single loop, the non-zero currents are Ji; = Jyp = J34 =
Ji3 = J, which can be factored out of the sum. We then have

S =JZ(1nJ+1nlﬁ) ,
I\ W Pi
For the first term in the sum, each one gives f;; for each non-zero contribution.
That is, we have fi; + far + f34 + fi3. As for the other term, it is

In Papap3pi
P1P2p4p3

=Inl1=0.
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In this simple case, the decomposition into X and Y means simply summing
the current times the forces in X and Y, respectively, which immediately gives
the result for this problem.

For the information flow, we write the index sum explicitly for the X
subsystem:

y pylx
F,
2 Z o py\x’

xy,x’
=JER1 PoiL +J1 In P
P1R
— (=D)In P()|L +71n Py
POR P1R
— JIn P1LPOR
P1lRPoOIL
—JIn PL1PRO '
PRIPLO

Conversely,

I" = X = jin 2P0
PL1PRO

A few comments: The sum over x, x’ has but one term (LR here). The terms
LL and RR are zero because the corresponding J is always zero. The term RL
is equal (and compensates for the 1/2 factor). In going from conditional to
joint probabilities, we multiply and divide by factors of p; and pg, as needed.
Those factors all cancel in the end, if you have your signs correct! Notice, in
particular, that the summation convention combined with the sign convention
for currents means that J enters with opposite sign in the two terms.

. By symmetry, it is clear that p;y = pg; or p; = p4 in the single-index notation.
Likewise, pr1 = pro, Or p2 = p3. With this condition and setting fi3 = fi = f
and f>; = f34 = 0, the steady-state equations are

—1-¢/? 1 ef/? 0 )4 0
1 —1—e /12 0 e/ {1-p|_|O

e /2 0 -1-e/2 1 |{1-p| |O|
0 e/? -1-¢//? D 0

We can solve, for example, the first equation (and divide p and 1 — p by 2 for
normalization).

To find the steady-state current J around the loop, we note that every edge
has the same current. It will be easier here to use single-index notation. We
calculate the flux through the “bottom” edge, from 1 — 2:

J=Jy=Wup1 —Wnps
=pP1L—p2
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L(1+tanh 1f) - 1 (1 £tanh Lf)
%tanh(if) .

For the information flow, we calculate the Y term as

PRrRIPLO
PL1PRO
1 + tanh 1 S

l—tanh4f
=2]5f=Jf.

F'=Jn

The factor of 2 in the second line results from pg; = pro and similarly in the
denominator. The square in the log becomes the 2. Going from line 2 to 3
requires writing out the tanh in terms of exponentials.

15.27 Voltage fluctuations in an RCR circuit.

a. By finding V() for arbitrary driving function n(z), evaluate (V(¢) V(0)) for an
RC circuit and thereby derive Eq. (15.94).

b. Find (V?) for an RC circuit using Eq. (8.50) for the evolution of the variance.

¢. Generalize to the two-resistor case, Eq. (15.97).

Solution.

a. The equation of motion for the current in the single-resistor case is

% 2ksT
CV:—E+I+w/ B ),

where the fluctuating term is the Johnson-Nyquist noise at temperature 7.
Treating 7(¢) as “just a function” and neglecting initial conditions (which die
away exponentially and are irrelevant for long-time statistics), we integrate to
find

V() =
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with 7 = RC. Multiplying by V(0) and ensemble averaging over the noise gives
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Problems 389

Setting + = O then gives (V?) = kgT/C. Thus, in accordance with the
Equipartition Theorem, the average energy stored in the capacitor is

1 a1
5C(V )= kT .
. Equation (8.50) for the evolution of the variance in a general linear system

gives a much faster derivation. Since there are no observations (here),

dP .

— =AP+PAT+ Q

dt ——— ——
dynamics disturbances

Here, we translate P i <[/2>, AC i —1/(RC) = —1/1 s and Q‘C, - _2kB2 . lhen
T
the StationaI‘y variance equation is

%)y  2kgTR
L0 TR
T T
which implies, using 7 = RC,
ksTR  kgT
(V2= B _ B
T C

Physically, a typical power is P = (V?)/R = kT /7, meaning that energies of
order kgT slosh in and out of the capacitor on time scales of order 7 = RC.
. For the two-resistor case, the current obeys,

.V V[T kT’
CV=-s-—+ N+ | ),
et T 10+ A T @

with independent noise sources 7(¢) and ' (¢). Rewriting, we have

. \% 2kgTR 2kgT'R’
V=t [T 0+ | e (),
Teff T T

withr i =77'+77!, 7 =RC,and 7 = R'C.
The simplest solution is to realize that the independence of the noise sources
implies that we can simply add the variances of the two contributions. Thus,
kTR kgT'R’
<V2> = Teﬂ‘( > T T)
T T
7 kB TR kB T'R

= +

T+7\ 12 72

ks [ R’ R _,
= — T+ T|.

C\R+FK R+ R





<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize false
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage false
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 400
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice




