Pottie and Kaiser: Principles of Embedded Network System Design


Lecture 6: Multiple Source Estimation and Basic Multiple Access

· general discussion of interference models and mitigation methods 

· source separation techniques.

· Simple multiple access communication techniques

Interference models

Definitions

· Interference: unwanted signal sharing a channel being monitored

· generally time-varying, for example another source or communicator.  

· confined to a particular band of frequencies

· If interference is deliberate, it is called jamming. 

Binary Model

· Frequently, interference is modeled in communications systems in a binary fashion: 

· Present: communications is deemed impossible

· Absent: the nominal SNR level prevails.  

· works reasonably well for multiple access on a communications bus in which baseband signals of equal magnitude compete for line access.  

· also reasonable when the received interference power is the same or higher than that of the desired signal in wireless systems.  

· However, in wireless communication or source detection problems this simple model neglects attenuation of interference with distance, like any other signal.  

· attenuation of signals with distance allows spatial re-use of wireless channels, since users that are far away will not cause appreciable interference even when using the same channel.

Example: Spatial re-use of frequencies in cellular systems

· In cellular radio systems, each base station communicates with users within a nearby geographic region known as a cell

· each cell is assigned some fraction of the total available band of frequencies.  

· When non-spread spectrum modulations are used, this fraction in commercial systems may be 1/7 or 1/4.  

· The figure below depicts a regular re-use pattern where 1/4 of the frequencies are used in each cell.


[image: image1.wmf]
Regular re-use pattern of 1/4 of frequencies

· Each cell has radius r0, 

· Centers with the same shading re-use the same set of frequencies.  

· Assuming all users transmit at equal power, and fourth power with distance propagation loss, what is the worst signal to interference ratio that can result for two users in different cells communicating with their own basestation?

Solution:  

· worst case distance loss to a cell center occurs for a user at a cell boundary, at a distance of r0.  

· worst case interference position is in the middle of a cell boundary for any of the nearest cells that share the frequency, which is at a distance of 3r0.  

· ratio of distance losses is 81, or 19 dB.  

· Since there are six cells at this distance potentially the signal to interference ratio (SIR) could be degraded by 7.8 dB from this value, if all of them had users near the worst case position.  

· Shadowing could cause further trouble.

Statistical Models

· interfering sources are typically modeled as either having constant amplitude, or amplitudes that vary according to a Gaussian distribution.  

· E.g. multiple access radio communication system, where all users employ BPSK

· For a single interferer and a Gaussian channel, the interference amplitude will be constant.  

· If there are a large number of users sharing the channel, all at different distances, then by the central limit theorem the interference distribution will approach a Gaussian.  

· If the channels between the interferers and the receiver are Rayleigh fading, a Gaussian distribution is immediate, as the fading process follows a complex Gaussian distribution.  

· For a single fading interferer (or dominant interferer), the amplitude levels will be correlated from symbol to symbol according to the rate of change of the fading process.  

· for multiple interferers the signal level is the result of the random sum of phases and is then modeled as being independent from symbol to symbol.

Worst Case Interference

· Gaussian and white over the signal space dimensions of the desired signal

· If the successive samples are correlated, then an adaptive least squares estimator can reduce their variance.  

· If the level is constant and much larger than the desired signal, it can be estimated and then subtracted out. 

· If it has a lower value,  it may be treated as a slightly elevated noise level. 

· If it has different spectral characteristics, then a correlation receiver will reject all components outside the signal space.  

· Thus most difficult to separate desired signals from interference if the interference is random but similar to and at the same power level as the desired signal.

Example: Interference prediction

· Correlation between samples of a random variable increases its variance.  

· Consider the autoregressive (AR) source depicted below. 

· inputs are iid zero mean Gaussian random variables. The output is 


[image: image2.wmf].  

· Since current input is independent of the prior input, variance of output variable is 
[image: image3.wmf].  

· What linear filter removes the correlation and restores the original random variable?


[image: image4.wmf]
First order AR process

Solution: 

· A two-coefficient FIR filter that computes 


[image: image5.wmf] 

· FIR filters with the negatives of the coefficients from the original AR process will decorrelate the process

· when the leading coefficient with value 1 is removed,  then the least squares optimal forward prediction filters for the process.  

· even if noise has been added, they make the least squares estimate of the present sample based upon past samples.  

· two general principles: 

· correlation increases the variance of random processes

· this correlation can often be predicted and thus removed.  

· Uncorrelated Gaussian random variables on the other hand cannot be predicted by any means.

Source separation

· estimate the parameters of a set of Nt unknown sources using Ns sensors.  

· discrete time model is assumed with sampling at rate 1/T.  

· In Figure, samples
[image: image6.wmf]enter the channel at time n from the Nt sources.  

· input processes may have similar or different statistical descriptions, but are independent of each other.  

· channel is a multiple-input multiple output (MIMO) system of FIR filters hij each with M coefficients connecting source j to sensor i.  

· i.e. the channels between sources and sensors are dispersive.  

· Signal independent noise bi(n) is added at sensor i to produce outputs
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· sources and MIMO channel unknown. 

· E.g., tracking multiple sources with a sensor array, or separately listening to multiple conversations using an array of microphones.
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Multiple input multiple output system

Single source

· For a single source and one or more sensors, reduces to deconvolution problem

· determine the coefficients of filters that express the dispersive effects of the coupling mechanisms and the media between the source and the sensors 

· at same time get a consistent estimate of the statistics of the source (e.g., at least the mean and autocorrelation function)

· source identification algorithms follow.  

· In communications problems the source is known and training symbols can often be used to assist in solving a least squares estimation problem.  

· In source identification problems the source is unknown and blind statistical methods must be used to estimate all the parameters.  

· needs longer observation times and more complicated signal processing methods.

Multiple sources

· Must do all of the above, and also source separation, even for sources which may be produced according to similar statistical distributions.  

· joint problem is very difficult, but a broad class of problems can be broken down into two distinct sets of operations: 

· deconvolution

· source separation

· For deconvolution, observation vectors of length N at least as large as M are accumulated at each sensor, and an autocorrelation matrix of dimension NNs at least as large as Nt(M+N) is constructed.  

· Determination of the deconvolution filter is then dominated by the O((NNs)3) eigenvalue decomposition of the channel autocorrelation matrix.  

· Construction of the source separation filter requires O(Nt3) operations in a further eigenvalue decomposition

· deconvolution operation dominates the overall complexity. 

· When there are a larger number of sources clearly the complexity of the problem considerably increases.  

· Complexity is improved if the number of sensors exceeds the number of sources, since N can then be made close to M; otherwise it must be much greater than M.  

· Adaptive algorithms have been constructed for the blind multi-source separation problem, to deal with non-stationary channels arising from moving sources or sensors.  

· Convergence time is very large in attempting to separate even a small number of sources.

Comparison to Classic Beamforming

· differs considerably from classical target separation algorithms in radar.  

· Radar deals with  narrowband signals with respect to the carrier frequency, and has a spectrally flat channel over the pulse bandwidth.  

· no deconvolution component. 

· An adaptive array of N elements can distinguish up to N-1 targets, sweeping a beam through adjustment of N complex weights.  

· Seismic and acoustic sources start from baseband and go up to the maximum bandwidth W, in dispersive channels.  

· They are broadband with respect to the nominal carrier frequency and may require M to be a significant number.  

· Phase adjustment at one frequency will not form a beam in the correct direction at the other frequencies of interest. 

·  N sensors could separate N-1 targets in the right conditions, increased number of parameters to estimate has the consequence that many more sensors are required for reasonable performance.  

Dense Sensor Networks

· Source separation problem simplified if the number of sources in view of a sensor for any given measurement can be reduced

· Collapse to purely a deconvolution problem in the limit of a single source in view during a measurement sequence.  

· if any given sensor is much closer to one source than the others, makes measurements at high SNR and with less dispersion (lower M), again simplifying the problem.  

· alternative approach to the blind deconvolution and source separation problems is to have a dense network of sensors that rely upon some combination of directional elements and the decay of signals with distance to effect the source separation, and proximity to sources to limit the dispersion.

Example: Node density and source separation

· linear array of sensors, each separated by a distance d from their nearest neighbors. 

· two sources at a distance of d apart.  

· Targets are separable to the extent that at least one sensor will have a high signal to interference ratio.  

· What is the worst positioning of the sensors with respect to the target and what is the best SIR for that placement?

Solution: 

· best case has sensor on top of each source, resulting in very large 

· worst placement has the sensor array displaced by d/2 with respect to the two sources.  

· sensor in the middle of the sources has SIR=0.  

· sensors immediately adjacent on either side will have SIRs for their nearest source of (3d/2)2/(d/2)2=9, or 9.5 dB.  

· For the similar problem with four sources on the corners of a square of dimension d, worst possible geometry for sensors of separation d results in an SIR of at least 3.7 dB.  

· Thus sensor densities on the order of the inter-source distance are required to separate sources of similar magnitude for second power distance laws, in the absence of directional elements and node cooperation.

Basic multiple access techniques

· Multipath propagation environments produce a similar MIMO problem to that discussed above, when multiple users access the same communications medium in attempting to send to one or more receivers.  

· desirable to avoid this level of complexity if possible through control over how the various users may access the medium.  

· control can also reduce mutual interference and boost the reliability and throughput of the system.  

· These are the basic goals of medium access control (MAC) protocols.  

· In the following, the situation of an isolated system (e.g., a single cell in a cellular system) will be considered.

· Read further in Chapter 7 to see how they work in multiple cells

Frequency, time, and code division multiple access

· If frequency is the only way the users are distinguished, the access method is known as frequency division multiple access (FDMA).  

· E.g. first generation cellular standards, commercial radio and television broadcast, and pagers.  

· In time division multiple access (TDMA) the designated band of frequencies W is divided up into frames of duration T, each of which is divided into N time slots

· In a given time slot, one user is assigned the whole band of frequencies.  

· TDMA has the advantage over pure FDMA that it is easier to assign variable data rates to a user—all that needs to be done is to increase the user’s duty cycle.  

· easier to implement than the alternative in FDMA of having variable bandwidth filters.  

· TDMA is used in satellite transmission systems, some second generation cellular systems, and is a good basic scheme for energy constrained networks since transceivers can be off most of the time. 
[image: image9.wmf]
FDMA, TDMA, and FH-CDMA

· In code division multiple access (CDMA), share the frequency-time resources of WT using spread spectrum modulation. 

· Channelization achieved through the use of different PN sequences for the various users.  

· In frequency-hopped systems, codes arranged so that there is no interference; that is, the codes are orthogonal to each other, tiling all of the frequency-time area with the same efficiency as TDMA or FDMA

· In direct sequence systems, possible to achieve an orthogonal decomposition of the frequency-time resources for transmissions from some central site such as the basestation in a cellular system.  

· synchronization difficulties for the reverse link prevents this and the users interfere. 

· Suppose these other users are treated as noise, and that there are U active users, with the power from user j being Pj.  

· Let the total bandwidth be W so that the total noise is N0W.  

· Then the SNR for user j can be written as
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· where F is the processing gain.  

· maximum number of users is then determined by the required SNR, 

· power control strategy that maximizes the number of users with equal data rate requirements is to make all received powers P equal.  

· In typical usage situations the interference will far exceed the thermal noise, so that


[image: image11.wmf]
· Thus the maximum number of users is approximately the spreading factor divided by the required SNR

· for FDMA, TDMA and orthogonal PN codes, F users could fit within the time-frequency resources.

Example: Single-cell DS-CDMA capacity

· direct sequence CDMA is used for a single cell system, employing BPSK.  

· required error rate is 10-6 over a Gaussian channel.  

· What fraction of TDMA capacity is achieved with uncoded modulation, and using channel codes which provide coding gains of 3, 6 and 9 dB respectively?

Solution:  

· For P(e)=10-6, uncoded BPSK requires an SNR of approximately 10 dB=10.  

·  uplink (mobile to base) capacity is 10% of a TDMA system.  

· With a coding gain of 3 dB, the required SNR is 5, and thus capacity doubles.  

· gains of 6 and 9 dB, capacities are 40% and 80% of TDMA respectively.  The latter figure is the maximum coding gain possible; to do better must employ explicit interference cancellation methods such as multi-user detection.

Traffic modeling

· capacity of a network depends on the quality of service measure of interest

· typically some composition of error rate and message latency (delay in delivery), and also the nature of the traffic.  

· classic Erlang model depicted below was devised in the context of voice traffic.  

· Messages arrive with rate , and enter one of N servers that can process the messages with rate .  

· E.g. the messages may be telephone calls, and the servers cellular radio channels.  


[image: image12.wmf]
Erlang model

· Let Pn denote the probability the number of simultaneous messages in progress is n. 

· If the normalized load in units of Erlangs, and if the arrivals are independent events,
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· arrival process for voice calls is well-modeled as a Poisson process

· inter-arrival time distribution is e-, for > 0.  

·  calls could be served at the same time on each line, and no queuing of calls is permitted.  

· either they are served immediately or they are blocked (i.e., a busy signal). 

· blocking probability is PB = PN.  

· throughput is = (1-PB). 

· Telephone systems are designed for a blocking probability of 1-2% or less. 

· Calls are modeled as having an exponential duration with a mean hold time of 1.75 minutes, thus characterizing the servers.  

· arrival rate is low compared to the total number of subscribers, so the internal switching capacity can be made far smaller.  

· known as statistical multiplexing.  

· For Poisson arrival processes, as the number of users becomes large the multiplexed load becomes smoother: ever more likely for the actual load at any given time to be near the mean.  

Example : Statistical multiplexing

· For 10 channels in a system, how large can the normalized load be for PB < 0.01?

Solution: 

· This is a polynomial root finding problem in .  

· Equate PB =PN, and decompose the summation into the Nth term and all the rest to get a polynomial of the form 


[image: image14.wmf]
· Use favorite numerical technique

· An approximate answer is = 4.5.  

· this means the system needs peak capacity more than double the average arrival rate to deal with its variability. 

· With 100 channels a normalized load of 84 can be handled, i.e., an excess capacity of only 20% over the average load is needed.

Internet Traffic

· not all arrival processes are even approximately Poisson.  

· Internet traffic does not become smoother as more data streams are aggregated. 

· displays self-similarity: the ratio of the variance to the square of the mean stays nearly constant over a broad range of rates.  

· consequence of the particular protocols used to transport the data through multiple hops within the network.  

· results in far lower statistical multiplexing gains than would be predicted based on Poisson processes.  

· popularity of Poisson models rests on analytical tractability and the fact that many processes start out that way.

Cellular Traffic

· arrival rate for a given cell depends on the time of day and location

· E.g. freeway traffic patterns.  

· have a further design figure of merit known as the dropping probability.  

· calls dropped if the error rate exceeds the maximum value for some period of time (due either to shadowing or excess interference) or no channels are available as a mobile moves from one cell into a new one.  

· designed to have one-tenth the probability of blocking.  

· Design goal is to provide enough server capacity to deal with the offered load while meeting the blocking and dropping probabilities

· proper comparison of multiple access schemes for voice or other time-critical continuous traffic is in terms of Erlang capacity

Data Communication

· A packet consists of a header with various control information and a data payload.  

· Packets arrive into system at some rate, accept some maximum end-to-end delay over the various network hops they will traverse, and can be dropped (due to errors or network congestion) with some probability.  

· data can tolerate some delay, 

· Exploit in design of the multiple access scheme to overcome short term channel variations or congestion, achieving higher throughput.  

· E.g. ARQ error detection protocol with repeated sending of packets

· Packet multiple access protocols are analyzed according to their throughput (non-errored packets) vs. delay characteristics, for a given normalized load.  

· protocol categories are 

· random access

· reservation (demand-assigned, or scheduled) 

· hybrid

Aloha

· slotted Aloha protocol is a random access protocol operating over a basic TDMA structure 

· All users possess slot synchronism. 

· Users send packets of length one slot.  

· If two or more users send packets at the same time, the interference may be such that one or both of the packets does not get through to the intended destination.  

· If the receiver indicates a negative acknowledgement  (NACK) then the user waits a random period of time to try again.  

· At low offered loads, collisions are rare and both average and 99% worst case delay are small.  

· Throughput and delay both increase with offered load until at some point there are so many collisions and thus retransmissions that throughput drops.  

· Let traffic occupancy be denoted by R=, where  is the packet duration.  

· probability that n packets are generated during a slot according to integration of the Poisson distribution is
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· implies probability of no collisions is e-R.  

· Assuming each collision causes disaster for both parties, the throughput is thus Re-R, achieving a maximum at R=e-1.  

· Delay becomes exponentially worse beyond this point as protocol collapses. 

Carrier sense multiple access

· carrier sense multiple access (CSMA)—don’t send if think channel is busy 

· all parties can independently determine the channel state with some delay.  

· Detection delay is the time required for the transmitter to estimate whether the channel is idle or busy.  

· Propagation delay is the time required for the leading edge of the packet to travel through the link being monitored.  

· If both are small relative to the packet duration then the protocol can be very efficient.  

· collisions will still occur because decisions to send may be made simultaneously by two users who have detected an idle channel. 

· A number of variations of CSMA are used, which govern how long a transmitter will wait to send again after a NACK has been received due to a collision, or if it simply transmits during a slot with a given probability whenever  it has data to send and the channel is detected to be idle.

Example: Hidden and captured terminals, near and far

· Terminals 1 and 2 are attempting to transmit to the base station

· propagation losses proportional to the fourth power of distance.  

· Terminal 2 is at four times the distance from the base as terminal 1.


[image: image16.wmf]
Near and Far Terminals

· Assuming transmitted power is controlled for equal received levels at the base, what is the ratio of the transmitted powers the two terminals will detect from each other?

Solution: 

· transmitted powers are related by P2=44P1=256P1.  

· ratio of powers detected at location 2 due to terminal 1 to that at location 1 due to terminal 2 is thus 1/256.  

· Terminal 1 will hear at a level only a factor of (1.25)4=2.44 less than the base station, whereas the signal will be small at terminal 2.  

· Thus, terminal 1 is hidden from terminal 2 for purposes of a CSMA protocol in this power control regime.  

· Terminal 1’s transmissions may be interrupted by terminal 2, while terminal 1 will not interrupt terminal 2.

· Now assume transmit powers are equal.  How does the situation change?

Solution: 

· terminals will hear each other at the same level, but the base will hear requests from terminal 1 at 256 times the power level of terminal 2.  

· near terminal will thus get better quality of service than the far terminal, for example winning in every instance of contention in ALOHA.  

· it is said to have captured the base.  

· power control scheme thus has a large influence on how the packet multiple access protocols will behave in the wireless network setting.

Reservations

· For high offered load, reservation or hybrid reservation/random access approaches are employed.  

· Some variations of slotted Aloha enable this.  

· E.g. some slots in a TDMA frame may be allocated for random access, others for requesting reservations, and still others for the reservations themselves.  

· reservation requests are short compared to the messages to be sent in the reserved slots. 

· The data occupying reserved slots get statistical multiplexing gain

Wireless

· desired for frequencies to be re-used, but at what distance this can be done is dependent on many factors.  

· Whether or not a slot on a channel is actually available to be reserved depends on the propagation losses within the network and the various power levels.

· CDMA works well in conjunction with random access protocols, since the processing gain makes more of the collisions “soft.”  

· change in interference level caused by any one user is reduced by the factor of the processing gain, and so interference environment appears more stable.

· little coordination is needed to achieve high statistical multiplexing gains

· TDMA usually needs some type of reservation protocol
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