**CHAPTER 14 SOLUTIONS**

**14.1.**

Graph (1)

1. There is a main effect due to gender. On average, males score higher in reading achievement (*M* = 20) than females (*M* = 10).
2. There is no main effect due to teaching method. On average, reading achievement for both males and females is the same under whole language (*M* = 15), synthetic phonics (*M* = 15), and analytic phonics (*M* = 15).
3. There is no interaction effect. The effectiveness of the different teaching methods does not differ by gender. Said differently, the difference between males and females in terms of their average reading achievement is the same (*MDifference* = 10) under all three teaching methods.
4. In the absence of an interaction, the statistically significant main effects are used to summarize results. In this case, we may conclude that, on average, males outperform females by the same amount for all three teaching methods.

Graph (2)

1. There is no main effect due to gender. On average, reading achievement for males (*M* = 20) is the same as for females (*M* = 20).
2. There is no main effect due to teaching method. On average, reading achievement under whole language (*M* = 20) is the same as under synthetic phonics (*M* = 20) and analytic phonics (*M* = 20).
3. There is a disordinal interaction. Holding teaching method constant and comparing males with females we may note that, on average, males score 20 points higher than females on reading achievement under whole language, no differently than females under synthetic phonics, and 20 points lower than females under analytic phonics. Alternatively, we may characterize the interaction by holding gender constant and comparing the relative effectiveness of teaching methods. From this perspective, we note that males do relatively best under whole language, next best under synthetic phonics, and relatively worst under analytic phonics. By contrast, females do relatively best under analytic phonics, next best under synthetic phonics, and relatively worst under whole language.
4. Given the statistically significant interaction, the relative effectiveness of the three methods by gender is captured by the response to part (c) above.

Graph (3)

1. There is a main effect due to gender. On average, reading achievement for males (*M* = 30) exceeds that for females (*M* = 16.67).
2. There is a main effect due to teaching method. On average, reading achievement is highest under analytic phonics (*M* = 30), followed by synthetic phonics (*M* = 25), and worst under whole language (*M* = 15).
3. There is an ordinal interaction. Holding teaching method constant and comparing males with females we may note that, on average, males score 10 points higher than females on reading achievement under both whole language and synthetic phonics, and 20 points higher than females under analytic phonics. Holding gender constant and comparing the relative effectiveness of teaching methods, we may note that, on average, males perform relatively best under analytic phonics (*M* = 40), next best under synthetic phonics (*M* = 30), and worst under whole language (*M* = 20). We may also note that, on average, females perform equally under the two types of phonics instruction (*M* = 20), but relatively worse under whole language (*M* = 10).
4. Given the statistically significant interaction, the relative effectiveness of the three methods by gender is captured by the response to part (c) above.

Graph (4)

1. There is a main effect due to gender. On average, males (*M* = 35) score higher than females (*M* = 15) on reading achievement.
2. There is no main effect due to teaching method. On average, there is no difference on reading achievement (*M* = 25) across the three teaching methods.
3. There is an ordinal interaction in that, on average, males perform better than females under each teaching method by varying amounts of reading achievement. In particular, on average, males score 10 points higher than females under whole language, 20 points higher under synthetic phonics, and 30 points higher under analytic phonics. We may also characterize the interaction by comparing teaching methods for each gender. For males, the highest average reading achievement scores are associated with analytic phonics (*M* = 40), followed by synthetic phonics (*M* = 35), followed by whole language (*M* = 30). For females, the highest average reading achievement scores are associated with whole language (*M* = 20), followed by synthetic phonics (*M* = 15), followed by analytic phonics (*M* = 10).
4. Given the statistically significant interaction, the relative effectiveness of the three methods by gender is captured by the response to part (c) above.

Graph (5)

1. There is a main effect due to gender. On average, the reading achievement score for males (*M* = 26.67) is higher than it is for females (*M* = 16.67) across all teaching methods.
2. There is a main effect due to teaching method. On average, males and females both do better under whole language and analytic phonics (*M* = 25) than they do under synthetic phonics (*M* = 15).
3. There is no interaction effect. On average, males outperform females by the same amount under all three teaching methods. That is, the mean difference on reading achievement between males and females is the same (*MDifference* = 10) under all three teaching methods.
4. In the absence of an interaction, as given in the responses to parts (a) and (b) above, the main effects characterize the results of this study. s are used to summarize the effects.

**14.2.**

1. For the main effect of SEX: H0: male = female and H1: male ≠ female.

For the main effect of CURSMOKE1: H0: smoker = non-smoker and H1: smoker ≠ non-smoker.

For the interaction effect: H0: There is no interaction in the population between cigarette use and gender on body mass index. H1: There is an interaction in the population between cigarette use and gender on body mass index.

1. Because the lines are approximately parallel, there does not appear to be an interaction between gender and cigarette use on BMI. Because the line for males is higher than that for females, on average, males have a higher BMI than females across both levels of CURSMOKE1, suggesting a main effect due to gender. Because both lines slope downward, and a higher BMI is associated with non-smokers, there appears also to be a main effect due to cigarette use.



c) The ANOVA is robust to possible violations of the normality assumption when each cell contains a large number of research participants, which is the case for these data since n=100. Hence, the normality assumption is not an issue for these data.

d) The ANOVA is robust to violations of the homogeneity of variance assumption when cell sizes are equal and large, which is the case for these data. Hence, the homogeneity of variance assumption is not an issue for these data.

e) According to the ANOVA results, the interaction effect is not statistically significant, *F*(1, 396) = .04, *p* = .85. However, the main effect due to cigarette use is statistically significant, *F*(1, 396) = 9.20, *p* = .003, as is the main effect due to gender, *F*(1, 396) = 8.59, *p* = .004.

f) Because each statistically significant main effect only has two levels, *post-hoc* testing is not necessary. The sample means themselves are sufficient to indicate the direction of the difference.

On average, males (*M* = 26.31, *SD* = 3.48) have a statistically significantly higher BMI than females (*M* = 25.18, *SD* = 4.24); and, on average, non-smokers (*M* = 26.32, *SD* = 3.80) have a statistically significantly higher BMI than smokers (*M* = 25.16, *SD* = 3.95).

g) According to the value of *R2*, approximately 2.22 percent ((135.664/105.39) x 100) of the variance in BMI is explained by cigarette use, and approximately 2.07 percent (126.75/ 6105.39 x 100) of the variance in BMI is explained by gender. Collectively, both statistically significant main effects account for approximately 4.29% of BMI variance.

In this example, the *partial eta squared* values are similar to the values of *R2*. This is because each of the effects accounts for relatively little dependent variable variance as noted by the respective Sum of Squares values, and that, as a result, the Sum of Squares due to Error is nearly equal to the Sum of Squares due to the Corrected Total, the denominator used to compute *R2.*

****

1. Because the lines cross, there appears to be a disordinal interaction between gender and cigarette use on age. With respect to main effects, on average, females appear to be younger than males and, on average, smokers appear to be younger than non-smokers.



b) According to the ANOVA results, there is a statistically significant interaction, *F*(1, 396) = 5.71, *p* = .02, a statistically significant main effect due to cigarette use, *F*(1, 396) = 6.12, *p* = .01, but no statistically significant main effect due to gender, *F*(1, 396) = .77, *p* = .38.

c) Holding cigarette use constant: For non-smokers, on average, males and females are not statistically significantly different in age. For smokers, however, males are statistically significantly older than females.

Holding gender constant: For males, smokers and non-smokers are not statistically significantly different in age. For females, however, smokers are statistically significantly younger than non-smokers.

Given that cigarette use and gender each has only two levels, additional *post-hoc* tests are not necessary.

****

****

****

d) According to the respective values of *R2*, approximately 1.4 percent ((396.01/28323.96) x 100) of age variance is explained by the interaction of gender and cigarette use, and approximately 1.5 percent ((424.36/28323.96) x 100) of age variance is explained by cigarette use. Collectively, both statistically significant effects account for approximately 2.9 percent of age variance.

In this example, the values of the *partial eta squared* terms are similar to the respective values of *R2*. This is because each of the effects accounts for relatively little dependent variable variance as noted by the respective Sum of Squares values, and that, as a result, the Sum of Squares due to Error is nearly equal to the Sum of Squares due to the Corrected Total, the denominator used to compute *R2.*

****

1. Because the lines cross several times, there appears to be a disordinal interaction between education level and gender on years of work experience. In particular, on average, the number of years of work experience appears to be greater for females than males when both have either less than a high school degree, some college, or a graduate degree; and, greater for males than females when both have either a high school degree or a college degree. With respect to main effects, on average, the number of years of work experience for females appears to be approximately equal to that for males; and, on average, the number of years of work experience appears to be highest for those with less than a high school degree, next highest for those with a graduate school degree, and so on.



b) The ANOVA is robust to possible violations of the normality assumption when each cell contains a large number of research participants, which is the case for these data since n = 40. Hence, the normality assumption is not an issue for these data.

c) The ANOVA is robust to violations of the homogeneity of variance assumption when cell sizes are equal and large, which is the case for these data. Hence, the homogeneity of variance assumption is not an issue for these data.

d) According to the ANOVA results, there is a statistically significant interaction, *F*(4, 390) = 4.11, *p* = .003, a statistically significant main effect due to education level, *F*(4, 390) = 23.15, *p* < .0005, but not a statistically significant main effect due to gender, *F*(1, 390) = .14, *p* = .71.

****

e) Holding gender constant: For males, those with less than a high school degree have statistically significantly more years of work experience, on average, than those at other education levels; and, those with a high school degree have statistically significantly more years of work experience, on average, than those with some college. For females, those with less than a high school degree, on average, have statistically significantly more years of work experience than those at other education levels; and, those with a graduate degree have statistically significantly more years of work experience, on average, than those with a college degree.

Holding education level constant: For those with less than a high school degree, females have statistically significantly more years of experience, on average, than males. No other statistically significant differences are noted between males and females at any of the other education levels.

****

****

****

f) According to the respective values of *R2*, approximately 3.29 percent ((1802.34/54751.91) x 100) of work experience variance is explained by the interaction of gender and education level, and approximately 18.56 percent ((10158.26/54751.91) x 100) of work experience variance is explained by education level. Collectively, both statistically significant effects account for approximately 21.84 percent of work variance.

In this example, the values of the *partial eta squared* terms are similar to the respective values of *R2*. This is because each of the effects accounts for relatively little dependent variable variance as noted by the respective Sum of Squares values, and that, as a result, the Sum of Squares due to Error is nearly equal to the Sum of Squares due to the Corrected Total, the denominator used to compute *R2.*

1. Create

****

1. Because there are only five students per cell we check the tenability of the normality assumption by computing the skewness ratio for each cell. As the skewness ratio for each cell is less than 2 in absolute value, the data appear to be reasonably symmetric and the normality assumption may be considered to be tenable.

****

According to the results of Levene’s test, the homogeneity of variance assumption is tenable, *F*(7, 32) = 1.60, *p* = .17.

1. There is no statistically significant interaction effect, *F*(3, 32) = .49, *p* = .69. There is a statistically significant main effect due to time, *F*(1, 32) = 72.58, *p* < .0005 as well as a statistically significant main effect due to academic year, *F*(3, 32) = 35.06, *p* < .0005.

****

1. According to the value of *R2*, approximately 34.3 percent of the final exam variance is explained by time, and 49.8 percent by year. Alternatively, after controlling for the other effects in the model, the values of the *partial eta squared* terms indicate that approximately 69.4 percent of the final exam variance is explained by time and 76.7 percent by year.
2. According to the line graph, the nearly parallel line segments suggest the absence of an interaction. The difference in the heights of the two lines by academic year suggest a main effect due to time; and in particular, that students who are taking the course in the morning, on average, perform better on the final exam than those who are taking the course in the afternoon. There is a main effect due to academic year, as depicted by the positive slopes of the line segments depicting morning and afternoon times, suggest a main effect for academic year; and, in particular, that performance on the final exam increases with academic year.



1. Because time has only two levels (morning and afternoon), the sample means themselves are sufficient to indicate the nature of this main effect. We note that students taking the course in the morning, on average, perform better on the final exam than those taking the course in the afternoon.
2. Because academic year has more than two levels, we carry out a *post-hoc* test to understand the nature of the main effect due to academic year. According to the results of the Tukey HSD *post-hoc* test, on average, juniors and seniors perform best on the final exam followed by sophomores, with freshmen performing statistically significantly worse than all other groups. No statistically significant difference in performance is observed between juniors and the seniors.

****

****

1. Because there are only five students per cell we check the tenability of the normality assumption by computing the skewness ratio for each cell. As the skewness ratio for each cell is less than 2 in absolute value, the data appear to be reasonably symmetric and the normality assumption may be considered to be tenable.

****

The results of Levene’s test indicate that the homogeneity of variances assumption is tenable, *F*(5, 24) = 2.41, *p* = .07.

b) The interaction is not statistically significant, *F*(2, 24) = .54, *p* = .59.

c) The main effect due to stepping rate is statistically significant, *F*(2, 24) = 9.55, *p* < .0005.

d) According to the Tukey HSD *post-hoc* test, the average heart rate is statistically significantly higher under fast stepping than it is under either slow or medium stepping. There is no statistically significant difference in heart rate between slow and medium stepping.

****

e) There is a statistically significant main effect due to step height, *F*(1, 24) = 17.93, *p* < .0005.

f) Based on the sample means, the average heart rate is statistically significantly higher when using the high step than when using the low step.

****

* 1.

a) The design is a 2 x 3 balanced ANOVA with five participants per cell.

b) Weight Loss by Treatment

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
|  | Sum of Squares | df | Mean Square | F | Sig. |
| Between Groups | 453.8 | 2 | 226.9 | 18.28 | P < .0005 |
| Within Groups | 335 | 27 | 12.41 |  |  |
| Total | 788.8 | 29 |  |  |  |

c) Because the obtained *F*-statistic is larger for the two-way design (*F* = 33.53) than for the one-way design (*F* = 18.28), the two-way design provides a more powerful test of the treatment effect than the one-way design. By adding gender to the design as a second factor, we lose one degree of freedom, but explain enough dependent variable variance to offset this loss. As a result, the MS within (unexplained variance) associated with the two-way design is smaller than it is for the one-way design, producing a more powerful test of the treatment effect as noted by the larger *F*-test associated with the treatment effect in the two-way design.

1. Yes. Non-smokers weigh more, on average, than smokers.
2. No. People with no CHD have the same mean weight as those with CHD.
3. No. The lines are parallel.
4. (ii)

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| Source of Variation | Sum of Squares | df | Mean Square | F | Sig. |
| CHD | 0 | 1 | 0 | 0 | 1 |
| Cigarette Use | 41,000 | 1 | 41,000 | 463.88 | < .0005 |
| Interaction | 0 | 1 | 0 | 0 | 1 |
| Error | 35,000 | 396 | 88.38 |  |  |
| Total | 76,000 | 399 |  |  |  |

* 1. No. In both cases, there are four sources of variance: two sources due to main effects, one due to an interaction effect, and the fourth due to remaining, unexplained error.
	2. The two-way ANOVA is more powerful than the one-way ANOVA if there is a reduction in the MSerror term resulting from the addition of the second independent variable and if that reduction is large enough to compensate for the loss of degrees of freedom associated with adding that second independent variable. A reduction in the MSerror term comes about when the second independent variable is able to explain a large enough part of the dependent variable variance left unexplained by the first independent variable.