Pottie and Kaiser: Principles of Embedded Network Systems Design


Lecture 7: Networking

Network Classification

Basic topologies

· star network: information flows to and from a single hub ‘master’ with the remaining nodes denoted as slaves.  

· E.g. Most commercial radios (e.g. Bluetooth, 802.11b “WiFi”) 

· Alternative local network constructions include rings and trees.  

· Cellular:  air-interfaces of cellular and paging systems are star networks, with the base-stations being the masters.  

·  base-stations are connected together with more complicated topologies using a wired network.  

· examples of infrastructured networks, in that some fixed infrastructure provides access to services, and the users do not directly communicate with each other.  

· ad-hoc networks:  the users are their own service providers. 

· E.g. mobile ad-hoc networks (MANETs): data passes from user to user to get to the intended end-recipient. 
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Basic network topologies

Network Hierarchy

· Flat network: every node is equal in its capabilities

·  control over routes and channel assignments is distributed.  

· Hierarchical: some nodes have greater capabilities than others.  

· E.g. in a cellular network the base stations exercise local control, but act as peers to each other and are under the control of higher levels which coordinate their activities.  

· wired backbone provides reliable high-speed communication among the basestations and also connections to telephone networks and the Internet.  

· include a mix of centralized and distributed algorithms for resource assignment.  

· E.g. Internet composed of a large number of networks with vastly different physical layers and capabilities, linked by a common set of protocols.  

· includes both logical and physical hierarchy. 

Hierarchy for Scalability

· in ad-hoc networks, users may form clusters

· select some nodes to act as cluster-heads for control purposes, and others to act as gateways among the clusters.  

· cluster-heads and gateways in this case physically the same as any other user.  

· if heads were more powerful,  e.g. with long-range radio link capability, then they could form an overlay network among themselves 

· reduces number of hops and thus the delay in getting a message from one point in a network to another.  

· if they have higher bandwdith, network congestion resulting from aggregation of messages over preferred routes can be reduced. 

· both logical and physical hierarchy promote scaling.


[image: image2.wmf]
Clustered and overlay networks

8.2 Network self-organization

Basic tasks

· Connectivity (topology) discovery: what links are possible, and which are desirable based on energy constraints

· Channel assignment to avoid conflicts, subject to some efficiency criterion

· Maintenance of connectivity

· The tasks may be accomplished sequentially, or simultaneously. 

· Varying assumptions can be made regarding synchronism 

· General problem is intractable; but usually can exploit hierarchy, signal propagation losses, or other problem structure to get solution

Connectivity 

· discovered via a hand-shaking procedure

· one node issues an invitation message on some pre-defined channel

· nodes that hear the invitation respond.  

· For wired networks, receiver energy consumption not an issue; receiver is always alert.  

· E.g. MAC is some variant of TDMA, with a frame structure of the type shown below.  

·  frame includes slots for invitations of new nodes, contention for access, and demand-assigned transmissions.
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Frame structure

· master issues the invitation and nodes may respond according to some contention protocol such as Aloha or CSMA in channels (time slots) that the invitation message indicates are appropriate.  

· If network already established, and a new node joins,  invitation message may indicate a selected set of slots in which responses may take place to avoid interference with ongoing sessions.  

· Alternatively,  a new node may eavesdrop on network activity,  and issue requests in a contention time slot using its knowledge of the frame structure.

Scalability

· not possible to find all links in a centralized fashion as size of the network grows; the control traffic would overwhelm the links near the master.  

· For wired networks, typically each local network will determine its own connectivity, and then gateways will be responsible for determining connectivity to other gateways.  

· hierarchy is employed to partition the problem. 

· has the side benefit of permitting totally different local networks to be interconnected without the need for any central entity to understand their protocols

Connectivity in Wireless Networks

· transmitted power level can be used to control to which nodes links are formed.  

· If invitations are at maximum power, a node will make all of its possible connections

· Some links may later be abandoned when the routing phase begins if it is discovered that lower energy routes may be found via multi-hopping.  

· Alternatively, invitations  at low power to capture first those links that correspond to low energy, and to avoid interfering with ongoing messaging

· Increase power if insufficient number of neighbors to get connectivity.

· In either case looking to produce conflict-free link assignments

· easy if bandwidth is abundant, and more difficult where many high-speed links are contending for the same resource.  

· how the links interfere with each of course depends on the physical situation: 

· every link interferes with every other (e.g., a local wired network and most simple star networks) 

· links interfere only in the locality, due to decay of signal energy with distance. 

· Centralized methods to find most efficient solutions very computationally difficult (NP complete)

· Basic approach is to use more channels than the minimum.  

· decreases the probability that randomly chosen channel assignments interfere.  

· local schemes choose alternative assignments (e.g., using the Least Interference Algorithm) that decrease local interference while not triggering a long-range ripple of changed assignments. 

Example: The SMACS protocol

· frame has three segments: TDMA slots, demand assigned slots, and boot-up slots.  

· TDMA slots assigned to particular users, which can use them to reserve the demand-assigned slots

· boot-up slots allow for invitations and responses to attach to the network.

· invitations long enough for the invitee to derive slot synchronism.  

· invitations and responses contain information about the set of connections already established by the two nodes.  

· three situations in determining which node will adjust its frame schedule:

· Isolated node to isolated node: the inviter determines the schedule and channel assignments.

· Node to sub-network: the sub-network member determines the schedule and channel assignments

· Sub-network to sub-network: connection formed if offset of frames indicates an overlap for the TDMA portion.

· permits neighboring nodes to have different frame boundaries to avoid re-aligning existing schedules throughout the network each time new subnetworks are attached.  

· gradually reduces the number of slots devoted to boot-up within the schedule as a node has more neighbors to whom links are formed.  

· After five neighbors are attached there is very limited utility in attaching new ones. 

· protocol is compatible with power control.  

· Invitations can begin at low power to make it more likely that near neighbors are connected. 

· fully distributed and can build a flat network.  

· Scalable: time to form a connected network is independent of network size once the number of nodes is large. 

· can be modified to build local clusters within which frames are aligned. 
Hierarchy:
· local cluster-heads determine channel assignments within their cluster, and negotiate for blocks of such channels with their neighboring cluster-heads.  

· reduces number of channels that are at issue at each level of the optimization.

· If the cluster formation includes rules about the maximum power level for links within the cluster, the interference power levels are bounded, reducing interference coupling within the network. 

Routing

Flooding

· Routing: construction of a connected set of links between a message sender and recipient

· usually assumed that links are already known to immediate neighbors, e.g., as established through the MAC and boot-up procedures. 

· algorithms may be non-adaptive and adaptive.  

· most basic non-adaptive routing technique is flooding.  

· Packets are launched from the sender throughout the whole network as illustrated below.  

· message is passed on to every node in the network with nodes not passing on the same message twice.  

· wasteful of bandwidth, but robust with respect to changes in network topology.  

· Global flooding is not used in large networks; local flooding (limited to some number of links or hops) used in conjunction with some other algorithm for updating path parameters.
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Message flooding

Fixed directory 

· table of the paths (connected set of links) that messages should follow between a sender and recipient.  

· in the example above, one of the two-hop paths between the sender and recipient would be used. 

· to guard against breakdown of one link, redundant paths may be specified.

· once established the table is not updated (except on some long period)

Adaptive routing 

· two basic types.

· link-state protocols: flooding is used to update the routes, for example selecting short or low-energy paths traveled by the many packets that make it to a recipient as the new paths  

· distance-vector protocols: update packets are limited by the actual changes needed to a local routing table

Shortest path algorithm

· Flooding does not require the use of paths, but most protocols employ them for efficiency reasons.  

· Each node along a path will know something of the overall condition of the path (e.g., quality of service, delay, energy levels); this knowledge may be used in updating the paths to be used in subsequent message exchanges

· single path algorithms: one path is computed for each source-destination pair.  The most popular of these is the shortest path algorithm, in which the path that leads to the least cost (energy, latency) is used.  

· performs well in conditions of slow changes (so that the shortest routes must not be continually re-discovered), and mild loading.  

· With network congestion the shortest route may not actually be optimal as too many packets may get dropped.

· tree is constructed from source to all possible destinations so that each path through it is the shortest to the given destination.  

· Let D(v) be the distance (sum of costs) from source node 1 to node v, and let c(i,j) be the cost of the link between i and j.  

· Initialize by making the set of nodes N be only node 1, i.e., N={1}, and setting D(v)=c(1,v), with D(v) set to infinity if there is no direct link between nodes 1 and v.  

· Iteration:  find a node w not in N for which D(w) is a minimum, e.g., the least distance among the nodes not already in N.  The node w is added to N; D(v) is updated for all nodes not in N via 
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· repeated until all nodes are in N.  

· e.g. For the network with the costs as illustrated in (a), show that the routing tree that results from the above algorithm is (b).
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Network with link costs, and tree of shortest paths to node 1.

The sequence of iterations is shown in the following table, with the node being added to the set in a given step being denoted with a square bracket around the distance.

Step
N

D(2)
D(3)
D(4)
D(5)
D(6)

0
{1}

2
1
3
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1
{1,3}

2
[1]
2
4
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2
{1,2,3}

[2]
1
2
3
4

3
{1,2,3,4}
2
1
[2]
3
4

4
{1,2,3,4,5}
2
1
2
[3]
4

5
{1,2,3,4,5,6}
2
1
2
3
[4]

· In iteration 2, could choose either node 2 or 4 to be added since each had distance 2.

· in both steps 1 and 2 the addition of nodes results in lower distances being computed for some entries in the table.  

· corresponds to changing the routing tree.  

· E.g., in the initialization step there is a direct connection to node 4, while in step 1 this is replaced by the two hop connection through node 3.

Multi-path Routing

· In bifurcation routing the messages divided among paths to minimize queue lengths, and thus the probabilities of dropping of packets.  

· possible to send multiple copies for packets that have high priority to maximize the chance that one gets through.  

· In k-node disjoint multi-path routing,  paths are created so that the failure of any k nodes will permit the packet to be transmitted.

Classification of path algorithms

· In table-driven methods, paths for all source-destination pairs are precomputed and stored in a routing table. 

· allows for optimization of routes in static (or nearly static networks) but updating is costly.  

· For large networks, the tables are arranged hierarchically.  

· For example, in Internet routing the addresses consist of four fields, with the last field identifying the individual nodes within the local network.  

· Demand driven routing: paths are computed only as required.  

· requires a path discovery procedure, e.g., flooding query packets.  

· destination sends a reply to each query that reaches it, and the source then selects one or several of the return paths.  

· To reduce flooding, a source remembers a limited directory of past routes.   

· flooding can also be limited to some target region.  

· Demand-driven methods are appropriate in highly mobile networks in which it would be futile to attempt to maintain up to date complete routing tables.  

Example: DSR and AODV

· Dynamic source routing (DSR) is designed for mobile networks; adapts quickly to node mobility, but requires low overhead during quiescent periods when mobility is not occurring. 

· suitable for networks with changing topology (e.g. due to failures or mobility) and intermittent communications. 

· source node, 1, wishes to reach a destination node, 6.  No known path exists for 6.  Node 1 issues a route request (RREQ) packet, which is then flooded. 

· Each node appends its identifier to the RREQ packet and floods the packet. 

· If a node has previously seen an RREQ that it has received, it is not forwarded further.  

· In stages: (b) nodes 2, 3, and 4 receive the RREQ, (c) suppose the RREQ from 2 reaches 5 before that from 3, and 7 and 8 receive the RREQ from 3 and (d) finally suppose 6 receives the RREQ from 7 before that from 5.  The RREQ identifier lists are shown in (d).

[image: image10.wmf]                [image: image11.wmf]
(a) start


(b) First step
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(c) Second step



(d) Completion, with RREQ identifier lists

Propagation of RREQ packet

· Only the destination node replies.  

· a route reply packet (RREP) back to the source node, using a route obtained by reversing the sequence, e.g., 6, 7, 4, 1. 

· Since the RREP includes the route from S to D, the source node S may now cache the route included in the RREP.  

· may also select the lowest cost route that it has received in the event that multiple RREP values are found.  

· In subsequent data transport, DSR uses a packet header containing all the addresses along the route

· robust but causes very large headers; various optimizations fix this.
· ad hoc on-demand distance vector (AODV) routing algorithm is a variant of DSR that eliminates the lengthy routing header on each packet by requiring the nodes to maintain routing tables.  

· As RREQ packets are forward by each node, the node establishes a reverse path back to the source. 

· When the destination node receives the RREQ, it replies with an RREP that makes use of the routes that have been built by the nodes for their paths to the source. 

· As the RREP propagates, the forward route to the destination is revealed to each node, causing the proper routing path to be defined. 

· Intermediate nodes along a path may send an RREP back to the source if their RREP data shows a sequence number that is more current than that received.  

· To deal with information becoming outdated (e.g., due to mobility), routing table entries are periodically purged according to a timeout. Neighbors can avoid this timeout by periodically sending “hello” messages.  

· When a link fails, all connected neighbors are informed, and route error (RERR) messages are propagated back to the source node, so that it can initiate a new search.

Hierarchical routing

· Hierarchical routing enables different methods to be employed at the various levels.  

· For example, in a clustered network, routing within the cluster will typically be managed by the clusterhead with a table of all the connections.  

· However, the inter-cluster communications may use one of many different protocols depending upon the mobility of the network. 

· promotes scalability.  

· If most routing decisions are usually made locally, and further if most message traffic is also local, the occasional long-range interaction will not significantly affect the average performance.

· Sensor networks will typically take the form of a collection/distribution network in which information will largely flow to one or more gateway nodes connected to some higher-speed network, with occasional queries and software updates flowing in the other direction. 
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Collection and distribution

· to avoid congestion, and the premature depletion of the energy reserves of nodes near the gateway, important to balance the load among these nodes for messages flowing from the nodes to the gateway.  

· use multi-path routing

Overlapping spanning trees

· One feasible approach for slow-changing networks is the use of overlapping spanning trees.  

· root node floods messages outwards to create a set of tiers.  

· tier is a set of nodes that are at the same number of hops from the root node by the shortest path.  

· In constructing tree, branches are randomly added that either move outward one tier, or that stay within the same tier. 

· trees will overlap, so that most nodes will have a choice of routes back to the root node.  

· degree of overlap can be controlled by the probabilities assigned to selecting paths within the same tier, or from the next tier.  
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Construction of overlapping spanning trees

Directed diffusion

· Directed diffusion algorithms provide another means of creating paths that optimize some cost function.  

· Paths are probabilistically formed using a combination of activation and inhibition signals. 

· E.g. objective is to minimize the energy over the path.  

· activation  signal may be the desire to send the message itself, for which so many energy credits are allotted.  

· inhibition is the energy cost of traversing the remaining set of links to the destination, each of which deducts credits proportional to the energy consumed.  

· For the collection/distribution problem, if the tiers are known at each step, branches are randomly chosen from among those in the same tier or the next lowest one.  

· guarantees that the path will eventually connect to the gateway.  

· Successive messages select this path, with a probability that is reinforced when it is low energy.  

· will always be a small probability of taking alternative branches along the way.

· branches are remembered and used again in probability if they have lower energy, otherwise the branches are inhibited.  

·  initial path is improved over time until the minimum energy path is found.

· Performance is improved if many nodes are exchanging information with the same destination.  

· Nodes that are close will rapidly establish low-energy routes.  

· messages from these downstream nodes reinforce the low-energy paths and make it more likely that upstream nodes will use these segments.

Example: Directed diffusion for path selection

· Node A desires to communicate with node F.  

· branches that could be used to form a path are shown with solid lines, representing movement down a tier or within a tier. 
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Allowed paths between node A and node F.

· Suppose initially branches within the same tier are chosen with half the probability of branches in the next tier down, and that packets never back-track.  What is the likelihood of packets originating at node A flowing through nodes D and E?

· Solution:  Probabilities are listed on the branches.  

· From node A, the upper branch has half the probability of the lower branch so that the probabilities are 1/3 and 2/3 respectively.  

· equal probability of the packets flowing from the upper node to each of the two next ones, so that the fraction of packet flow on each of these is 1/6.  The flows sum together.  

· Carrying these calculations forward, the result is 5/9 of the packets flow through node D, and 4/9 through node E.

· In practice, high probability branches would get more reinforcement, so that it would become increasingly likely that the lower branch from A would be chosen

· eventually a nearly equal flow of packets through the two length 4 paths from A to F, with occasional packets exploring other paths.

Interaction of signal processing and networking in sensor networks

· traditional approach of simply shipping raw data back to some gateway is neither scalable (congestion problems) nor energy efficient.  

· data must be processed before reaching the end user to avoid information overload, and it is desirable for energy conservation reasons to do this as close to the source as possible.

· Hierarchy with feedback plays probability game and does minimal storage and transport of information; distributed processing is required.
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Interaction of signal processing and networking functions in sensor networks

· nodes need to store data for relatively long periods of time to be able to comply with requests for raw data from the gateway (or the network beyond it).  

· local storage requirements related to the round trip delay through the network.  

· Data storage requirements can be reduced if local policies specify storage only for events in which cooperation with neighbors was required to make a reliable decision, or when decision certainties were low.  

· increased storage and signal processing capacity at the local nodes enables reduced traffic for a given level of identification fidelity.

· Local cooperative signal processing may be needed for a number of reasons: 

· source location, 

· improved detection/identification probability, 

· distinguishing of near and far sources, 

· extended study of a source as it traverses the network.  

· Local networks may be formed to do this processing either adaptively in response to each source, or according to fixed patterns determined at the time of network formation

Adaptive cooperative network formation

· three basic steps: 

· target detection and on-node processing 

· membership declaration 

· central node (CN) election.  

· When noncoherent combining is to be employed (e.g., exchange of likelihood functions or energy measurements) the amount of data exchanged among the nodes will be small.  

· energy is best conserved with a protocol that creates as little overhead as possible in last two steps  

· if coherent data is to be exchanged or the sub-network is to be permanent, then the central node needs to be chosen so that the energy consumed in transporting the data is minimized.

· Variety of algorithms detailed in the book

Variable node alertness

· density of nodes required for various sensing and multi-hop networking purposes can be very different.  

· E.g., detection of footsteps using seismic nodes requires a network with inter-node distances that may be much less than the communication range of the radios, while detection of heavy vehicles may require node spacings that are far greater than the range of low-power near-ground radios.  

· Different sensing modalities will also have different coverage regions for the same source types

· accuracy of the required estimates can vary according to the (user-selectable) purpose of the network, both in terms of certainties of individual measurements and the spatial resolution demanded.  

· In adaptive fidelity problems,  activity level of nodes is varied according to the current requirements, with communications, signal processing, and sensing functions brought to low levels in some nodes to conserve energy.

Example: Geographic adaptive fidelity in routing

· very dense sensor network is required, so that the communications range, while short, still extends over many nodes.  

· most energy efficient to communicate at the maximum range since the power amplifier consumes a small fraction of the total power. 

· geographic adaptive fidelity (GAF) algorithm: sensor network is divided into a set of virtual rectangular cells of dimension r. 

· cell size r is chosen so all nodes within one r by r cell are equivalent from a routing perspective; any one of them can communicate with nodes in adjacent cells. 

· only one such node will be active for routing purposes at any given time, with the others off to conserve energy.  

· Periodically, another node will be designated as active so that energy is balanced, and network lifetime lengthened.  

· What is the maximum value of r given a transmission range of R, to assure communication in the worst case placement of nodes?  What density of nodes is required to double network lifetime, assuming a uniform spatial distribution?

· Solution: Consider two adjacent squares, with nodes located as shown below

· This is the worst possible placement, and so clearly r2=R2/5.
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Worst-case node placement

· It is tempting to guess that a density that produces on average two nodes per cell will allow a 50% energy saving.

· actually some cells will contain no nodes and so the algorithm produces somewhat larger savings at that level.  

· neglects a broad range of issues related to energy consumption as radios are cycled on and off, and represents an optimistic case.  

· When the links are long, the energy consumed in the radio power amplifier will be large, resulting in multi-hopping being more energy-efficient.  

· GAF will not be appropriate in such cases.
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