Chapter 2: Introduction to Systems

Problem 2.1

(i)  The currents flowing out of node 1 along resistors Ry, R,, and capacitor C, are given by

P i O B [ R

R, R, dt
Applying the Kirchoff’s current law to node 1 and summing up all the currents, gives

y(@)—v(@) +y(t) +Cdy

-0
R R, dt
dy 1 1 w(t)
or, C—+ 1)=—+
dr [R R ]y ="
R +R
or, Q+ B! y(t)= ! w(t) .
dt CR|R, CR,
(i)
(a) Linear: For v|(¢) applied as the input, the output y,(?) is given by
RS ST S = vy (¢ = v (t)=CR, —
di  CRR, yi(0)= CRl 1(0) 1 (1) 1 dt R, — )
For v,(7) applied as the input, the output y,(?) is given by
dy2 Rl +R2 1 d 3%) R] +R2
-t —— =—v,(t) = v,(t)=CR —_— t).
Ry et 2 (0= CRy 2+ = =202 (0)
For v3(f) = o vi(¢) + B va(¢) applied as the input, the output y;(¢) is given by
dy; Rl +Ry
—_— =——->I\ v () + pv,(7)).
Ty s 1( 1(0)+ B (1)
Substituting the values of v(¢) and v,(¢) from the earlier equations, we get
dy; R/ +R dyy, Ry +R dy, R/ +R
—Ea =o)Ly ()[R =R ()]
dt  CR/R, dt  CR|R, dt  CR|R,

Rearranging the terms on the right hand side of the equation, we get

s | R+ Ry d(oyy +Byy) R+ R
v 3= + oy (£) + By, (¢
dt CR 1Ry y3 () dt CR R, 2 (o (0) + By (1),

which implies that vy () =y () + By, (1).
The system is, therefore, linear.

(b) Time-invariance: For w(¢ — #;) applied as the input, the output y,(¢) is given by

(S2.1)
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dyl R1+R2 1
Py ) () =—— (it —t
R O= ).

Substituting T = ¢ — ¢, (which implies that df = dt), we get

dy,(t+ to) R, +R,
dt CRlR2 n(

1
T+1y)= (7).
0) CR, ()

Comparing with Eq. (52.1), we get
y(m=y(t+4) or, y(1)=y(r-1),
proving that the system is time-invariant.

(c) Memoryless: Express Eq. (S2.1) as

+R
G )—— j N j (D).
The output y(?) at £ =1, is given by
fy
B 1+ R,
W), = j v(t)dt - ﬁ_jwy(r)dr

From the first integral on the right hand side of the equation, it is clear that all previous values of the input
w(f), for —oo < ¢ < 1y, are needed to calculate the output y(¢) at £ = ¢,. The system has, therefore, a memory
and is not memoryless.

(d) Causal: From the previous result, we deduce that the system is causal since only the past values of the
input v(?), for —o < ¢ < ¢y, are needed to calculate the output y(¢) at ¢ = .

(e) Invertible: The system is invertible as v(¢) can be determined from the following relationship

dy R R2

V(1) =CR; — u y().

2

(f) Stable: The system is BIBO stable since a bounded input will always produce a bounded output as
shown below.

Using Theorem 3.1, the output of the system defined by Eq. (S2.1) is given by

t
y(it)y=e? jep x #v(r)dr

—00

where p)= exp[— Ié'; f;z t] .

142
From the above solution, it is clear that the output y(t) is bounded in the input v(t) is bounded. I
Problem 2.2

(a) The currents flowing in resistor R, inductor L, and capacitor C, are given by

_20 &

1 t
i, = , =— T)dr, i.= .
R R L LL)’() c dt
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Applying the Kirchoff’s current law, we obtain

1 d
M+L£y(r)df+ccj;=i(t)a

R
d’y ldy 1 di
or, by differentiating, +——4+—y(t)=—
Y s d* Rdt L o dt
d’ y, Ldy 1 1 di
or, )=——. S2.2
i "rea T T ca (522)
(i1)
(a) Linear: For i,(¢) applied as the input, the output y,(¢) is given by
2 . 2
d 1 +L@+Lyl()_l dll = ﬂzcu+l@+lyl(t)
dt* RC dt LC C dt dt dt? R dt L

For i5(?) applied as the input, the output y,(¢) is given by

d’y, 1dy, 1 1 diy diy _d’y;  1dy

1
— = = —_= 4+ — 1).
2 ke a T2 a dt 2 R4 "

For i5(f) = o i1(¢) + B ix(¢) applied as the input, the output y;(¢) is given by

d’y; 1 dy; | o) = 1d(azl+Bzz)
i RC &t LC”? dt

d2 d . .

di> RC dt LC TCdr C ar

Substituting the values of di,/dt and di,/dt from the earlier equations, we get

d’y; +LdJ/3 e dzler 1 d)’l 1 1()} Bl:dzh +LdJ’2 1

= t
42  RC dt  LC y3(0)= 42 RC dt 7e 42  RC dt  LC »2(0) |-

Rearranging the terms on the right hand side of the equation, we get

2
ddt)? " é djf L1C 7O= (a);t; al, RIC d(ayld: Pl "1c Ze )
Comparing with (S2.2) implies that 3@ =0y (1) + By, (@).
The system is therefore linear.
(b) Time-invariance: For i,(¢ — %)) applied as the input, the output y;(?) is given by
d’y Ldy 1 1 dig(t=ty)

42 RC dt 7 1()_ dt

Substituting T = ¢ — ¢, (which implies that df = dt), we obtain

1 dll (T)

d2y1(1+t0) L dn(r) |
T+1y)=
Cyl( fo)= C

d‘cz RC dr
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Comparing with Eq. (52.2.2), we obtain
v =y(t+15) or, y(1)=y(t—1),
proving that the system is time-invariant.

(c) Memoryless: Express Eq. (S2.2) as

y(t) =% ji(oc)doc - % j j.y(oc)dadr - % jy(oc)da .

The output y(¢) at ¢t = ¢, is given by

t, thy 1T t
1 1 1
¥, = Jitdo——— | [y(o)dode—— [ yedo

—00 —00

From the first integral on the right hand side of the equation, it is clear that all previous values of the input
i(f), for —o <t < ¢y, are needed to calculate the output y(¢) at £ = #,. The system has, therefore, memory and
is not memoryless.

(d) Causal: From the previous result, we deduce that the system is causal since only the past values of the
input i(¢), for —o <t < ¢, are needed to calculate the output y(f) at ¢ = ¢.

(e) Invertible: The system is invertible as i(¢) can be determined from the following relationship

. 2
ﬂ:cu_f_lﬂ_}_ly(t)
dt dt> Rdt L

(f) Stable: The system is BIBO stable since a bounded input will always produce a bounded output. I

Problem 2.3
(1)  For input x(?), x2(?), and owx1(¢) + Px,(?), the respective outputs are given by
x,(8) > ex, (1) + ¢, x] (1) = y, ()
x, (1) = %, (1) + ¢,x5 (1) = y, (1)
ax, (1) + Bx, (1) > ¢, [ax, () + B, (1) ]+ ¢, [ax, (1) + B, ()] = w(0)
Because y(¢) #ay,(t)+ fy,(t), the demodulator is a non-linear device.
(i)
(a) Time Invariance: For input x(¢) and x,(¢) = x,(¢ — T), the respective outputs are given by
x (1) = cx () + c,x () =y, (¢)
X, (t) =X, (t —T) —cx, (1) + ¢, x5 (1) = ¢,x, (t—T)+ c,x; (t—T) =y, (t)
Since y, (t -T ) =), (t) , the system is time invariant.

(b) Memory: The output v,(¢) depends only on the current value of the input v,(¢). Therefore, the system
is memoryless. All memoryless systems are causal. Therefore, the system is also causal.

(c) Invertible: The input to the system, v,(¢) can be calculated using the following equation
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—c, TyJcl +de,v,(t
v () = ¢, Tqjc; +4c,v, (1) ‘

2c,

For a given value of v,(¢), two possible values of v((f) exist As the input vi(f) cannot be uniquely
determined from the output v,(¢), the system is NOT invertible.

(d) Stable: Assuming that |v;(?)] < M < oo, the output v,(¢) is bounded by

‘Vz (t)‘ = ‘clvl(t) + czvlz(t)‘ <q ‘vl(t)‘ +c, ‘vlz(t)‘ <eM+ce,M? <.

Therefore, the system is stable. I

Problem 2.4
(i)  The modulated signal is given by

s(t)= A[1+km(r)|cos (27 f.t) = 5[1+ 2ksin(200z¢) |cos (200000077 ).
1+ 2ksin(2007¢) > 0 implies  2ksin(2007z¢) > -1, or, £ <0.5.

(i1))  Any value of & in the range (0 < k£ <0.5) can be used. We use £ = 0.5 in the rest of the problem. The
AM signal is given by

s(t)y=4 [1 + km(t)] cos (27zfct) =5 [1 +0.8sin(2007¢) ]cos(2000000m‘) .
(ii1)) Expanding the above equation, we get
s(t)=5cos (ZOOOOOOm) +4sin(2007¢) cos (20000007rt)
=5cos (2000000m) + 2sin(20002007¢) + 2sin(19998007¢)

It is observed that the AM signal has three frequency components at 1,000,000 Hz, 1,000,200 Hz, and
999,900 Hz. The frequency component at 1,000,000 Hz represents the carrier signal, while the remaining
two frequency components at 1,000,200 Hz and 999,900 Hz represent the sinusoidal tone. Therefore, the
frequency of the sinusoidal tone is shifted to a higher frequency range.

Problem 2.5
(i)  Dividing both sides by M, Eq. (2.16) can be expressed as
dzy rdy k 1
—t——+— () =—x(1) .
a a0

Comparing with the given expression, the coefficients are given by

), k k
0, =— = O,=.—
M M
and T 0= kM.
0O M r

(i) Since o, = R the natural frequency ®, can be increased either by: (a) increasing the value of

the spring constant %, or (b) by decreasing the value of the mass M.
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VM

Since Q =——, the value of O can be reduced either by: (a) reducing the value of the spring
r

constant k, (b) reducing the value of mass M, or (c) by increasing the value of r.

d’y d . k 1

(i) 5 +5dy+gy(t) yx(t), with 52%’“@’7:@ (S2.5.1)
(a) Linear: For x,(¢) applied as the input, the output y,(?) is given by

d’ d d’ d

d);l +0 ;1 +ey (O =yx (1) = xl(t):iyjz}l_’_%% 10
For x,(¢) applied as the input, the output y,(¢) is given by
d’y, : dy  d’y dy

dt +0 d2+5y2(t) () = 0= d22+y dt2 +<£0,(0).

For x3(¢) = ax(¢) + Bxa(¢) applied as the input, the output y;(¢) is given by

+§%+ey3(t)=yx3<r>=y(axl(r>+ﬂx2<r>).

Substituting the values of x,(¢),x,(¢) from the earlier equations, we obtain

a’zy3 dy dzy dy y dy
Y 5% ey =al E D5 ey ¢ + 4 2+5 ey (¢
dt? dt ()= dt? dt »® dt 20

_ dz(ay1 +By,) +§d(ay1 +By,) "
- 2
dt dt
Comparing the left-hand and right-hand sides, we obtain
y3(0) = oy () + By (0).

5(“.)/1 (t)"'ﬂyz(t))

The system is therefore linear.

(b) Time-invariance: For x(¢) applied as the input, the output y,(¢) is given by

d’y,  .dy,
+0—L+ey(t x, (¢ S2.5.2
S St ey (0= 73, () (5252)
For x,(¢) =x,(¢ — t) applied as the input, the output y,(¢) is given by
d’ dy
dtyf +0 E"’gyz O =yx,(O)=yx(-1). (S2.5.3)

Substituting t = ¢+ ¢, (which implies that df = dt) in Eq. (S2.5.2), we obtain

dzy] (Tz_to) g dy,(t—1,)
dr dr

+gy1(7_to) :7x1(r_to)

Substituting # =t , we obtain

2 _ —
CAOZ) L gD 4 oy 1) = r-1,)

dt*
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Comparing with Eq. (52.5.2), we obtain
(@) =n-t),

proving that the system is time-invariant.

(c) Memoryless: Express Eq. (S2.5.1) as

t T t

(1) = yj j x(a)dadr —¢ j j x(a)dadr - csj Wa)de .

—00 —00 —00 —00

The output y(¢) at ¢ = 1, is given by

y(t)|t:t0 = 7T 'T[ x(a)dadr —g]l j. x(a)dadr —5]1 yv(a)da

—00 —00 —00 —00

From the first integral on the right hand side of the equation, it is clear that all previous values of the input
x(?), for —oo <t < 1, are needed to calculate the output y(¢) at ¢ = #. The system has, therefore, memory and
is not memoryless.

(d) Causal: From the previous result, we deduce that the system is causal since only the past values of the
input x(7), for —o < ¢ < £y, are needed to calculate the output y(¢) at ¢ = 1.

(e) Invertible: The system is invertible as i(¢) can be determined from the following relationship

d*y d
x(t):%?{+§%

(f) Stable: The system is BIBO stable since a bounded input will always produce a bounded output. I

+2 (1) .

Problem 2.6

2

(1)  Substituting, ¢ = kAt in % + 5% +6y(t)=0, yields

2
d_y +Sﬂ

t=kAt

+ 6y(t)|t=kAt =0.
t=kAt

Substituting the values of the first and second derivative from the backward finite difference
scheme, we get

y(kA) = 2y((k—DAO + y(k = 2)A1) o y(kA?) - y(k—DA?) 6y(kAt) =0
(AI)Z At ’

or, Y(kA) =2y((k—1)At)+ y((k —2)A1) + 5[ y(kAr) = y((k —1)AD)| At + 6 y(kAt)(Ar)* = 0.

Substituting y(kAf) = y[k], y((k — 1)Af) = y[k — 1], and y((k — 2)Af) = y[k — 2], the above equation
reduces to

VLK1= 2ylk =11+ ylk = 2]+ 5{y[k]- y[k - 1]} At + 6)[k](At)* =0,

which simplifies to
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(1+ 582+ 6(A0 K]+ (— 2= 5A0)y[k —1]+ y[k - 2] =0.
(i)  Substituting the value of the first CT initial condition y(0) = 3 in
VIk] = y(kA?)
for k=0, we obtain y[0] =y(0) = 3.
Similarly, substituting the value of the second CT initial condition y(0)=-7 in

dyl Y(kAD — y((k —DA?)
dt|,_in At

_ 0=y
At '

for k=0, we get v(0)
Simplifying the above, we obtain
y[~1]= y[0]-Atp(0) =3+ TA¢.
(iii) By substituting Az = 0.02s in the difference equation,
(1 +5A1 + 6(AL)? )y[k]+ (=2 -5A0)y[k —1]+ y[k -2]=0,
we obtain (1.1024)y[k]+ (= 2.1)y[k = 1]+ y[k - 2] =0,
or, y[k]=1.90493y[k —1]-0.90711y[k - 2]
with [0] =3 and y[-1] =3 + 7(0.02) = 3.14.

The Matlab code used to compute and plot the DT solution is given in Program 2.6. For
comparison, we also plot the CT solution. The two plots are included in Fig. S2.6.

CT Solution of Problem 2.6

yct

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

0 5 10 15 20 25 30 TTLTTTEJTTTL”TD

ydt
o N
T
|
]
4'_..
L .l
[ <
I\

Fig. S2.6: Plots obtained from the CT (top) and DT (bottom) solution
of the 2™ order differential equation in Problem 2.6.



Solutions 49

Program 2.6: MATLAB code for Problem 2.6.

% MATLAB code for Problem 2.6

% plot CT result

N = 50; % No of points to be plotted
k = 0:N-1; % time index

dt = 0.02; % discretization step

t = k*dt; % time instants

o\

yct = exp (=3*t)+2%*exp(-2*t);
subplot(2,1,1)

plot(t,yct), grid on

xlabel('t'")

ylabel ('yct'")

title ('CT Solution of Problem 2.6');
axis ([0 max(t) 0 max(yct)])

CT answer

o°

Label of X-axis
Label of Y-axis

o°

% compute finite difference approximation
ydt (1) = 3+7*dt; % this is actually y[-1]
0]

ydt (2)= 3; % this is actually yI[
for i = 3:N+1

ydt (1) = 1/ (1+5*dt+6*dt"2)* ((2+5*dt) *ydt (i-1)- ydt(i-2));
end

subplot (2,1, 2)
stem(k,ydt (2:N+1),'fill'), grid on
xlabel ('k: Recall t = k\times\Deltat');% Label of X-axis

ylabel ('ydt"') % Label of Y-axis
title ('DT Solution of Problem 2.6');
axis ([0 max(k) 0 max(ydt)])

Problem 2.7

Starting from the initial value x(0) = OV, The output of the delta modulator receiver is computed from the
recursive expression

R(KT) = 2((k =1)T) + b A

where by is 1 if bit 1 is received, while by is —1 if bit 0 is received. The computed values are shown in
Table S2.7 with the waveform plotted in Fig. S2.7. I

Table S2.7: Decoded output of the delta modulator in Problem 2.7

k 1 121314 [5][6|7 (8|9 |10]11]12]13]14[15(16[17[18]19]20
t 0.1/02]03]04[0.5/0.6/0.7]0.8]109]1.0]1.1|1.2|1.3|1.4|1.5|1.6|1.7|1.8]/1.9|1.0
by l1|j1rjrjrjrjoj1rjrj1rj)j1rj1r,1r,0,0,070/]0J0]0]O0

x(1)

0.1/02]03]04]0.5/04]0.5]0.6]/0.7]0.8109|1.0/09/0.8/0.7/0.6/0.5/0.4/0.3/0.2
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Reconstructed waveform for x(t)

time (t)

Fig. S2.7:Waveform reconstructed from the delta-modulated bit stream in Problem 2.7.

Problem 2.8
Eq. (2.27) represents a lowpass filter that averages the four neighboring pixels to compute the value of the
reference pixel located at (m, n). Specifically,

y[m,n] =%(x[m,n]+x[m,n —1]+x[m—1,n]+x[m—1,n—1]).

The system is invertible as the input x[m, n] can be constructed in a recursive way from the current value
of the input and the previously reconstructed values of the input pixels based on the following
relationship

x[m,n]=4y[m,n]—x[m,n—-1]-x[m—-1Ln]+x[m-1,n-1].

Since both the original filter and the inverse system use the values of the past pixels to compute the
reference pixel, both systems are causal in nature.

Problem 2.9
D yO)=x(-2)
(a) Linearity: Since
x(1) > x,(-2)=y/(?)
X, (1) > x,(t=2)=y,(t)
ax,(t)+ fx,(t) > ax,(t=2)+ fx,(t=2) =y, () + By, (1)
therefore, the system is a linear system.
(b) Time Invariance: For inputs x(¢) and x,(f) = x,(t — T), the outputs are given by
x () > x(-2)=y/()
O =xt-T)>x,(t-2)=x,t-T-2)=y, (t)

and y,(t—T)=x,(t—T—-2)=y,(t) , the system is time invariant.
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(c) Stability: Assume that the input is bounded |x(#)| < M. Then, the output
(@)|=|xt-2)| <M
is also bounded proving that the system is BIBO stable.

(d) Causality: Since the output depends only on the past input and does not depend on the future
values of the input, therefore, the system is causal.

(i) y()=x(2t-5)
(a) Linearity: Since
x () > x,2t=-5=y (t)
xX,(t) > x,(2t=5)=y, (t)
ax,(t)+ px,(t) > ax,(2t =5)+ fx,(2t =5) = ay,(t) + Ly, (1)
therefore, the system is a linear system.
(b) Time Invariance: For inputs x(¢) and x,(f) = x,(t — T), the outputs are given by
x,(t) > x,(2t=5)=y,(?)
X)) =xt-T)>x,(2t-5)=y, (t)
which implies that
X () = x,(t=T) = y,(t) = X, (2t — 5)|x2 (s -1y = 0121 =5=T).
On the other hand,
w(t-T)=xt=-5)|__ =xQ1-T)-5)=x(2t-2T-5),
and y,(t—T)+# y,(t). Therefore, the system is NOT time invariant.
(c) Stability: Assume that the input is bounded |x(¢)] < M. Then, the output
()| =|x@t-5| <M

is also bounded proving that the system is BIBO stable.

(d) Causality: For (¢ > 5), the output depends on the future values of the input, therefore, the system
is NOT causal.

(i) py(t)=x(2t)-5
(a) Linearity: Since
x () —=>x(2)-5=y, (t)
x,(1) > x,(2t)-5=y, (t)
ax,(t)+ px,(t) > ax,(2t)+ fx,(2t) -5 = ay,(t) + By, (1)
because ay,(t)+ [y, (t) = ax,(2t)+ Bx,(2t)—5(a + B) . Therefore, the system is NOT linear.

(b) Time Invariance: For inputs x(¢) and x,(f) = x,(¢ — T), the outputs are given by
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x, (1) > x,(20)-5=y,(?)

) =xt-T)—>x,2t)-5=y, (t)
which implies that

%O =x=T) >y () =520 ,_, () =52-T)=5.
On the other hand,
w(t-T)=x(20)|_  -5=x(2(-T)-5=x(2t-2T)-5.

Clearly, y,(t—T) # y,(t), therefore, the system is NOT time invariant.
(c) Stability: Assume that the input is bounded |x(¢)| < M. Then, the output

()| =|x(20) = 5| < |x(20)|+ 5 < M +5

is also bounded proving that the system is BIBO stable.

(d) Causality: For (¢ > 0), the system requires future values of the input to calculate the current
value of the input. Therefore, the system is NOT causal.

(1v)  y(t)=tx(t+10)
(a) Linearity: Since
x (1) > o (1+10)=y,(¢)
x, (1) > tx, (£ +10) =y, (1)
ax, (t)+ Bx, (t) > awx, (1 +10) + Bix, (1 +10) = ay, (1) + By, (1)
therefore, the system is a linear system.
(b) Time Invariance: For inputs x,(¢) and x,(¢) = x,(¢ — T), the outputs are given by
x,(1) >t (t+10) = y,(?)
x,O)=x,-T)—>tx,(t+10) =tx,(t =T +10) = y,(¢)
We also note that v (t-T)=@-T)x (t-T+ 10) Y, (t),
therefore, the system is NOT time invariant.
(c) Stability: Assume that the input is bounded |x(¢)] < M. Then, the output
()| =ex(t +10)| = |e]x(z +10)| < M|
is unbounded as ¢ — oo. Therefore, the system is NOT BIBO stable.

(d) Causality: Since the output depends on the future values of the input, and therefore the system is

NOT causal.
2 x(t)=0
) u(x(t)) {0 x(t)<0

(a) Linearity: Since
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x,(0) = 2u(x, (1)) = »,(0)
X, () = 2u(x, (1)) = y,(0)
ax (1) + Bx,(t) = 2u(ax, (1) + Bx, (1)) = y(1)
and ay, () + By, (1) = 2au(x, (¢)) + 2 Bu(x, ()) # ¥() . Therefore, the system is NOT linear.
Also, we note that
Po(O)=y,(0) =2u(x, (1)) =2u(x, (1)) # A[x, () - x,(1)].
Therefore, the system is NOT an incrementally linear system either.

(b) Time Invariance: For inputs x,(f) and x,(¢) = x,(¢ — T), the outputs are given by
x, (1) = 2u(x (£)) = »(0)
) =xt-T)—>2u (x2 (t)) =2u (x1 (t—T)) =,(1)

We note that y, (¢t —7)=2u (xl (t-T )) = y,(t), therefore, the system is time invariant.

(c) Stability: Since |y(f)| < 2, therefore, the system is BIBO stable.

(d) Causality: The output at any time instant does not depend on future value of the input. The
system is, therefore, causal.

™) =1 o 5
KO s ag  lHO-ESN

(a) Linearity: Since
x,(t)—> [xl ) —x,(t— 5)] u(t)=y,(t)
x,(1) > [x2 ) —x,(t— 5)] u(t)=y,()
ax, () + B, () — [ {ax, (6) + B, (0)} —{ax, (1= 5) + B, (1= 5)} Ju(t) = y(2)
=[x, (t)—x,(t = 5)|u()+ B[ x,(1)—x,(t = 5)]u(?)
=ay (1) + By, ),
the system is linear.
(b) Time Invariance: For inputs x(¢) and x,(f) = x,(¢ — T), the outputs are given by
x,()— [x1 ) —x,(t- 5)]u(t) =y,(?)
x,O)=xt-T)—> [xz(t) -x,(t— 5)]u(t) =,(1)

We note that y,(1—T) # y, (¢) since
»n(t-T)= yl(t)L:t_T = [xl(t)_xl(t_5)]”(t)|t:” = [xl(t_T)_xl(t_T_S)]u(t_T)

and », ()= [x2 ) —x,(t— 5)]u(t) = [xl t-T)—x@-T- 5)] u(t).

Therefore, the system is NOT time invariant.
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(c) Stablity: Assume that the input is bounded |x(¢)| < M. Then, the output
()| =|x(2) = x(t = 5)| < |x(0)] + |x(t = 5)| < 2M
is also bounded. Therefore, the system is BIBO stable.

(d) Causality: The output does not depend on the future values of the input, therefore, the system is
causal.

(vii) p(£) =7x2(£) + 5x(¢) +3
(a) Linearity: For x(¢) applied as the input, the output y;(¢) is given by
W) =Tx} (6) +5x,() +3
For x,(¢) applied as the input, the output y,(¢) is given by
Yo (1) = Tx3 () +5x, (1) + 3.
For x5(¢) = o x,(¢) + B x»(?) applied as the input, the output y;(¢) is given by
P3(t) = (o (6) + By () + 5oy () + By (1)) +3

or, y3(t)= a(7x12 (1) +5x,(1) + 3)+ B(7x12 (1) +5x, () + 3)+ 140x; (£)x, (1) +3(1— 0. — B)

»n@® (1)

The above result implies that
y3(0) = oy (1) + By, (1),
And hence the system is not linear.

(b) Time Invariance: For x(¢) and x,(¢) applied as the inputs, the outputs are given by
x,(t) = 7x} (t) +5x,(t) +3 = y,(2)
x,t)=x,-T)—>7x;(t)+5x,(t) +3=y,(?).
Substituting x,(¢) = x,( —1") we obtain,
Yo () =TxF(t=T) +5x,(t=T)+3.
We also note that yl(t—T)=7x12(t—T)+5x2(t—T)+3,
implying that y;(¢t —=T) = y,(¢) . The system is, therefore, time invariant.
(c) Stablity: Assume that the input is bounded |x(¢)| < M. Then, the output
()| = ‘7%(:) +5x(t) + 3‘ < Te(e)|e(e) + S ()| + 3< TM? +5M +3

is also bounded. Therefore, the system is BIBO stable.

(d) Causality: The output y(¢) at ¢ = ¢, requires only one value of the input y(¢) at (¢ = ¢,). Therefore,
the system is causal.

(viii) y(7) = sgn(x(?))
(a) Linearity: For x(¢) applied as the input, the output y;(¢) = sgn(x(?)).
For x,(¢) applied as the input, the output y,(¢) = sgn(xx(?)).
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For x;3(f) = o x1(¢) + B x»(¢) applied as the input, the output y;(¢) is given by
¥3(6) = sgn(owx, () +Bx (1)) # cusgn(x; (1)) + Bsgn(x, (1))
The above result implies that
y3(0) # oy (1) + By, (1),

And hence the system is not linear.
(b) Time Invariance: For x(¢) and x,(¢) = x,(t —T) applied as the inputs, the outputs are given by

x, (1) = sgnlx (1) = (1)

X, (1) = x (1 =T) = sgn(x,() = y, (1)

Substituting x,(¢) = x,( —1") we obtain,

y2(6)=sgnlx (t=1)).
We also note that »e-7)= sgn(xl (t- T)),
implying that y,(t —=T) = y,(¢) . The system is, therefore, time invariant.

(c) Stablity: The system is stable as the output is always bounded between the values of —1 and 1.

(d) Causality: The output y(#) at (¢ = ¢y) requires only one value of the input x(¢) at (¢ = #,), therefore,
the system is causal.

Zy
(ix) ()= j x(W)d\ +2x(2)
_to
(a) Linearity: For x(¢) and x,(¢) applied as the inputs, the outputs are given by

ty

n®= [x@0)d+2x,),

_to

ty

7= [x0)d.+2x%,0).

For x;3(f) = o x1(¢) + B x»(¢) applied as the input, the output y;(¢) is given by

320 = [ (@x,()+ Brs(D)dA+2(ax o)+ fr )

)

= Ot[jl xl(ﬂ,)dﬂ,+2xl(1)}rﬂ[jl xz(/l)d/1+2x2(t)} ,

)

—ty

n(t) (1)
=ay (0)+ By, )
Therefore, the system is linear.

(b) Time Invariance: For x(¢) and x,(¢) = x,(t —T) applied as the inputs, the outputs are given by
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ty

10> 00 = [50)dr+2x,)

_to

0O =x=T) > 10 = [ Mdr+2x,(0),

Substituting x,(¢) = x,( —1") we obtain,

V,(t) = ]qxl(/i—T)d/1+2xl(t—T).

—ty

ty-T

By substituting & = 2.~ 7, we get y,()= [ x(A)dA'+2x,(t~T).
-
ty
We also note that nwit-T)= J.xl MN)dh+2x,(t-T),

implying that y,(t —=T) # y,(¢) . The system is, therefore, NOT time invariant.

(c) Stablity: Assume that the input is bounded |x(#)| < M. Then, the output
t t
()| = j x(V)dh + 2x(1)| < j |+ 2Jx(0)| < 2Mito + 2M
—lo —Iy
is also bounded. Therefore, the system is BIBO stable.

(d) Causality: To solve the integral, the output y(¢) always requires the values of the input x(¢)
within the range (—#, < ¢ < 1) no matter when y(¢) (even for ¢ < —t;) is being determined. Therefore,
the system is NOT causal.

g dx
V(t) = j X+

—00

(a) Linearity: For x;(¢) and x,(¢) applied as the inputs, the outputs are given by

" dx
w0 =[x (Ada+=L,

—00

17
¢ dx,

»(0)= [ x,(A)dA +=2.

—00

For x;3(¢) = o x,(¢) + B x»(?) applied as the input, the output y;(¢) is given by
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d (ax, (1) + x,(1))
dt

:ali]u. x&/ﬂéﬁﬁ@:ltﬁﬁl xz(l)d,1+d(z’;t(t))}

—00

3= [ (ex,(A)+ (D)) dA

—00

(1) y2(2)
=ay,()+ By, (1)
Therefore, the system is linear.

(b) Time Invariance: For x(¢) and x, (¢) = x,(t —T) applied as the inputs, the outputs are given by

5,(0) > 3, () = j X(2)da+ S

? dx,
(0 =x-T) > y,(t)= sz(z)dmz

—00

Substituting x,(¢) = x,( —1") we obtain,

1
( dx (t—T)
H=|xA-T)dA+———=.
X0 j (A=T) =
o dx, (t—T)
By substituting A" =X — T, we get y,(¢) = j x}(,@)d;ﬂ.,.lT‘
f _
We also note that »(-T)= jxl(,l)d,“.%’

—00

implying that y,(t —T) # y,(¢) . The system is, therefore, NOT time invariant.

(c) Stablity: Assume that the input is bounded |x(¢)| < M. Then, the output
dx(t)

dx(t)

()| = J' x(M)dh +288

—00

J' e+ 27

is unbounded because of the integral which integrates x(¢) from (—oo < ¢ < ;). Therefore, the system
is NOT stable.

(d) Causality: To solve the integral, the output y(¢) always requires only the values of the input x(¢)
within the range (—oo < ¢ < #5) no matter when y(¢) (even for ¢ < —f) is being determined. Therefore,
the system is NOT causal.

2

d3y d2y dy d x
+5 +3—+y(t)=—+2x(t)+1
at o al i dr” dt*

(a) Linearity: For x(¢) applied as the input, the output y,(¢) is given by
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2

4 3

di’1+3d)3’1 dJ’1+3 24N (t)—
dt dt dt? dt

For x,(¢) applied as the input, the output y,(?) is given by

(S2.9.1)

2

4 3 2
4 2 +3d y2+5d y2+3&+y2(t)=dd;2

dr? dr’ dr? dt

+2x,(t)+1. (S2.9.2)
For y3(f) = o x1(¢) + B x»(¢) applied as the input, the output y;(¢) is given by

(0‘)/1(1) + Byz(t))+1

d4J/3 d3)’3 d2y3 dy; d’ (axl (#) +Px, (t))
+3 +5 +3==24 () = +2
dr dr’ 2 dt »2(0) dr?

d4y3 d3Y3 d V3 dy, d2x1 dzxz
or, +3 +3—=+y, ()= —+2x;(t) +1 |+
at ar e Pa ar ! P e

}+D—a—m-

Term I Term IT

Substituting the values of the derivative terms (Terms I and II) from Egs. (S2.9.1) ans (2.9.2), we
obtain

d4y3 d3y3 d2y3 dys d4y1 d3y1 d » dy
+3 +5 +3—+ H=o +3 +3—+ y, (¢
a2 di (1) i dr n ()

dr? dr’ dr’ d ?
TermI
d4)’2 dSJ’z szz dy,
+ +5 +3 +y,(8) |[+]|l—o—
B IS T3S () |+ 1 - o]
Term II
which implies that y3(2) # oy (1) + By, (2) -

The system is, therefore, NOT linear. Note that the dc term of (+ 1) on the right hand side of the
differential equation contributes to the nonlinearity of the system

(b) Time-invariance: The system is time-invariant. The proof is similar to Problem 2.1.

(b) Time-invariance: For x(7) and x,(¢) = x,(t —T') applied as the inputs, the outputs are given by

4 3 2
d yl+3dy1+5d Y1+3@

d*x
di a’ a2 dt +)’1(f):721+2x1(f)+1 (S2.9.3)

2

d4y2 d3y2 d V2 dy, X2
+3 +3—==+y,(t)= +2x,(t)+1.
dl4 dl3 d2 d yZ() dl 2()
Substituting x,(¢) = x,( —1) we obtain,
dyz d’y, d’y, dy d’x(t=T)
+3 2+5 2+3> 2+ t :—+2x t—T)+1. S2.9.4

Substituting 7 =¢+ T (which implies that df = dt) in Eq. (S2.9.3), we obtain

4 B 2 _ .
y1(7 T) 43 yl(T3 T)+5dy1(72 T)+3dy1(z' T)
drt dr dr dr

tyn(@-T)=

M+2xl(r T)+1.
dr’
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4 _ 3 _ 2 _ _
dt dt dt dt d

Comparing with Eq. (52.9.4), we obtain

+2x,(t-T)+1.

V() =y-T),
proving that the system is time-invariant.
(c) Stablity: The system is BIBO stable since a bounded input will always produce a bounded output.
(d) Causality: Express Eq. (S2.2) as follows:

r 0 t 0 ¢

y(1)=-3 j y(a)da -5 j j y(a)dadr — 3j f j y(a)dadrdf— j j j j y(a)dadrdOdé
+5j Jx(a)dadr+2j. j T y(a)dadrd€+j j T Tdadrded;zs
The output y(¢) at ¢ = t, is given by
o)., =-3 j Wa)da -5 j j Wa)dadr — 3} j f a)dadrd6 - j j f f Wa)dadrdOde
ty v 6 th ¢ 0 ¢

+5 j j x(a)dadr +2 j j j y(a)dadrdd + j j j j dadrdOdé

—00 —00 —00 —00 —00 —00 —00 —00 —00

The system is causal since only the past values of the input x(#), for —oo < ¢ < ¢, are needed to calculate the
output y(¢) at ¢ = f. I

Problem 2.10
(1) ylk]l=ax[k]+b
(a) Linearity: Since
x,[k]1—> ax,[k]+b = y,[k]
X,[k]— ax,[k]+ b=y [k]
(Otxl [k]+ﬂx2[k]) - a(axl[k] + ,b’xz[k])Jr b#aylk]l+ py,lk]
the system is NOT a linear system.
(b) Time Invariance: For inputs x;[k] and x,[k] = x,[k — K], the outputs are given by
x[k]— ax,[k]+D =y [k]
x,[k]=x[k—-K]— ax,[k+2]+b=y,[k]
We note that Volkl=ax,[k]+b=ax[k—K+2]+b=y[k-K]
which implies that the system is time invariant.
(c)  Stability: Assume that the input is bounded |x[k]| < M. Then, the output
|ylk]| = |ax( k] + b < |ax[k]|+ |p| < aM +]b|

is also bounded. Therefore, the system is BIBO stable.
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(d) Causality: Since the output requires only the current value of input, the system is causal.

(i)  y[k]=5x[3k-2]
(a) Linearity: Since

x[k] = n[k]=5x[3k - 2]
X, [k] = y,[k] = 5x,[3k — 2]
ooy 51+ By [k1) = 5(o0x [3k — 2]+ By [3k — 21) = oy [k]+ By, ]

the system is a linear system.
(b) Time Invariance: For inputs x,[k] and x,[k] = x;[k — K], the outputs are given by
xi[k] = 5x)[3k = 2] = y[K]

X,[k]=x[k—K]— 5x,[3k —2]|x =5x[3k-2-K]=y,[k]

2[k]=x [k=K]

We also note that yilk = K]=5x[3(k - K)—2] # y,[k]

Therefore, the system is NOT time invariant.

(c) Stability: Assume that the input is bounded |x[£]| < M. Then, the output
Ik =[5x[3k — 2] = 5|x[3k — 2] < 5M

is also bounded. Therefore, the system is BIBO stable.

(d) Causality: When k£ > 2, the output requires the future value of the input. Therefore, the system is
NOT causal.

(iii) y[k]=2"1
(a) Linearity: Since
x,[k]— 27" = y,[k]
x,[k]— 2" = y, [k]
(ax[k]+ Bx,[k]) — 20l ulll < gantipfall) - (2"'["]){Z (2"2“‘])[} = (,[k1)" (y2[k])ﬂ
#ay[k]+ py,[k]
the system is NOT a linear system.

(b) Time Invariance: For inputs x[k] and x,[k] = x1[k — K], the outputs are given by

x[k] — 2 = 3 [k]
x2[k] = x][k—K] - 2*2["] = yz[k]
Note that ¥, [k] = 2x2[k] — 2x1[k—K]
- K]=2"" — ulk-K]
and nlk-K]=2 ‘k:ka =2 .

Since y,[k]= y,[k - K], the system is time invariant.

(c) Stability: Assume that the input is bounded |x[k]| < M. Then, the output
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k] =

28] < Pl < o

is also bounded. Therefore, the system is BIBO stable.

(d) Causality: Since the output requires only the current value of the input, therefore, the system is causal.
k
(iv) Hkl= > x[m]
m=—o0

(a) Linearity: Since

k

x[k1—> Y x[m]=y[k]

m=—0

k

%,[k1=> Y x,[m]=y,[k]

m=—w0

(ax,[k1+ Bx,[k]) > > (ax[m]+ px,ml)=a D x[ml+B D x,[m]

m=—o0 m=—0 m=

ay[k]+ By,[k]
the system is a linear system.

(b) Time Invariance: For inputs x;[k] and x,[k] = x,[k — K], the outputs are given by

k

x[k1—> Y x[m]=y,[k]

X[k =x[k-K1—> > x,[m]=y,[k]
Note that y,[k]= Z x,[m]= Z x[m-K] =Z x[ml=y,[k—K]

And hence the system is time invariant.

(c) Stability: Assume that the input is bounded |x[k]| < M. Then, the output

k k
Z x[m] < Z |x[m]|

may become unbounded as an infinite number of absolute values of x[k] are being added. Therefore, the
system is NOT BIBO stable.

ylk]|=

(d)  Causality: Since the output does not depend on the future values of the input, therefore, the system
is causal.

k+2

V) Kkl= D Am]-2| k]|

m=k-2

(a) Linearity: Since
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k+2
xlk1> D x[m]—2x[k] = y,[k]

m=k-2
k+2

X[k1> D xy[m]=2xy[k] = yy[k]
m=k-2
k+2

(oo, K1+ By k1) > D (o, [m]+ By [m]) — 2|0y [k] + Bx, [£])

m=k—2
k+2 k+2
# o{ > x[m]- 2|x1[k]|] + Bo{ D xy[m]-2x, [k]|J
m=k—-2 m=k-2

the system is NOT a linear system. Note that the absolute term on the right hand side of the equation
makes the system nonlinear.

(b) Time Invariance: For inputs x,[k] and x,[k] = x;[k — K], the outputs are given by

k+2

xlk1> D x[m]—2x[k] = y,[k]
m=k-2
k+2
X[k]=x[k=K]1—> Y x[m]-2Jx,[k] = y,[k]
m=k-2

Note that

k+2
alk] { D xlml- 2|x2[k]|}
Xy [k]=x [k=K]

=k-2

rl:+2 k—K+2
= Y x[m-K]-2k-K]= Y x[pl-2mk-K]
m=k-2 p=k—K-2

which is the same as y,[k — K]. Therefore, the system is time invariant.

(c) Stability: Assume that the input is bounded |x[k]| < M. Then, the output

k+2 k+2
bk =] D Alm] -2kl < D [x{m]+ 2x{k] < 7M
m=k—2 m=k-2

is also bounded. Therefore, the system is BIBO stable.

(d) Causality: Since the output requires future values of the input, therefore, the system is NOT causal.

(vi)  y[k]+Sy[k—1]+9y[k = 2]+ 5y[k =31+ y[k — 4] = 2x[k] + 4x[k — 1]+ 2x[k - 2]
(a) Linearity: For x;[k] applied as the input, the output y,[£] is given by

Lkl + 5y [k =11+ 9y, [k =21+ 5[k = 3]+ v [k — 4] = 2x; [ k] + 4x; [k — 1]+ 2x [k - 2].
For x,[ k] applied as the input, the output y,[k] is given by

Volk)+ 5,k =1+ 9y,[k = 2]+ 5y,[k = 3]+ yo[k — 4] =2x,[k]+ 4x, [k — 1]+ 2x,[k = 2].

For x;[k] = a xi[k] + B x2[£] applied as the input, the output y;[£] is given by
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V3lk]+5y3[k =11+ 9y3[k — 2]+ Sy5[k = 3]+ y3[k — 4]
= 2(owe [k] + By [£]) + 40wy [k — 1]+ By [k —17)+ 2(owx; [k — 2]+ B, [k — 2]),

which can be expressed as

V3lk]+5yslk =1+ 9ys[k = 2]+ 5ys[k = 3]+ 5[k — 4]
= (2, [k ]+ 4y [k =11+ 22 [k — 2])+ B(2x, [&] + 4, [k — 1]+ 2x, [k — 2]).

Substituting the value of the input terms, we get

V3lk]+5y3[k =11+ 9y3[k = 2]+ Sys[k — 3]+ y3[k —4]
= oy [k]+5p,[k =11+ 9y, [k — 2]+ 5p,[k — 3]+ y [k —4])
+B(a[K]+ 5y [k =11+ 9y, [k — 21+ 5y, [k = 31+ [k — 4])

or,

V3[K1+ 53k =114+ 9y3[k — 21+ 53[k — 3]+ [k — 4]
= (o [k 1+ Bya[k1)+ S(ow [k — 11+ By, [k — 11)+ 9(ow; [k — 21+ By, [k - 21)
+5(og [k =31+ By, [k —3]5+ (o [k — 41+ By, [k - 4]5

which implies that y;[k] = o yi[k] + B y.[k]. Therefore, the system is linear.
(b) Time Invariance: For inputs x,[k] and x,[k] = x;[k — K], the outputs are given by
xi[k] = ylk]+ 5y [k =11+ 9y, [k =21+ 5y,[k = 3]+ [k — 4] = 2x,[k] + 4x [k — 1]+ 2x [k — 2]
xo[k] = x[k - K] —
Volk]+5y,[k =114 9y, [k = 2]+ Sy, [k = 3]+ yolk — 4] = 2x, [k ]+ 4x, [k — 1]+ 2x, [k — 2]

From the above equations, we can prove that y,[k] = y,[k — K] implying that the system is time
invariant.

(c)  Stability: Assume that the input is bounded [x[£]| < M. Taking the absolute value of both sides of the
difference equation, we get

yilk1+ Sy1[k =114+ 9y [k = 2]+ 5y, [k = 3]+ yi[k — 4] = [2x,[k]+ 4x, [k — 1]+ 2x,[k - 2]
implying that |yilk1+ 5[k =11+ 9y, [k — 2]+ 5y [k = 3]+ y [k — 4] <8M .

Since sum of several output samples are bounded, y[k] itself must be bounded. Therefore, the system is
BIBO stable.

(d) Causality: Since the output can be computed iteratively from
ylk] = 2x{k]+ 4x{k =11+ 2x{k — 2]) = 5[k =11+ 9y[k — 2]+ 53k — 3]+ y[k — 4]),

which requires only the previous values of the input, therefore, the system is causal.

(vii) y[k]=0.5x[6k — 2]+ 0.5x[6k + 2]

(a) Linearity: For x;[k] applied as the input, the output y,[£] is given by
yi[k]1=0.5x,[6k —2]+0.5x,[6k + 2].

For x;[k] applied as the input, the output y,[k] is given by
Vo[k]1=0.5x,[6k — 2]+ 0.5x,[6k +2].
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For x;[k] = a x,[k] + B x2[k] applied as the input, the output y;[£] is given by
Y31k = 0.5(0wx [6k — 2]+ Py [6k — 21)+ 0.5(cwx, [6k + 2]+ Bx, [6k +2])
which can be expressed as

y3[k] = a(0.5x,[6k — 2]+ 0.5x,[6k + 2])+ B(0.5x,[6k — 2]+ 0.5x,[6k +2]),
k] Y, lk]

implying that ys[k] = o y1[k] + B y2[k]. Therefore, the system is linear.
(b) Time Invariance: For inputs x;[k] and x,[k] = x,[k — K], the outputs are given by

x,[k]— y,[k]=0.5x,[6k — 2] +0.5x,[6k +2]
Xo[k] = x,[k — K1—> 0.5x,[6k — 2]+ 0.5x,[6k + 2] = y,[k]

The second equation implies that

V2lk] = [0.5x,[6k =21+ 0.5x,[6k + 21|, 141y (44

=[0.5x,[6k =2 — K]+ 0.5x,[6k +2 - K]
We also note that vk —K]=0.5x[6k — 6K — 2]+ 0.5x;[6k — 6K + 2]
Since y,[k] # y1[k — K], the system is NOT time invariant.
(c)  Stability: Assuming that the input is bounded |x[k]| < M, the output
yi[k] =10.5x,[6k — 2]+ 0.5x,[6k + 2] < |0.5x,[6k — 2] +]0.5x,[6k — 2] < M
is also bounded. Therefore, the system is BIBO stable.

(d) Causality: Since the output requires future values of the input, the system is NOT causal.

Problem 2.11
(i)  Using the linearity property
Sx(t) > 5y(t).

The output waveform is drawn in Fig. S2.11(a).

(i)  Using the time invariance property

x(t-1) > y(-1)

and x(t+1)—> y(+1).
Using the above result and the linearity property

[0.5x(7 1)+ 0.5x(t + )] = [0.5y(t = 1) + 0.5y(t + 1)] .

The output waveform is drawn in Fig. S2.11(b).



5x(t) — 5y(2)
A

5

Solutions

(a)

0.5x(t=1) + 0.5x(t+1) — 0.59(t—1) + 0.59(¢+1)

A
1L

0.5

(b)

x(t+1) = x(¢-1) — y(t+1) — y(z-1)

1k

1 ]

\4
~

(©)
S0 4 3x(r) > 20 4 35()
A
34 4t
. N\ !
L—» ¢
-2 -l L N 2
(d)

Fig. S2.11: Output waveforms for CT transformations in Problem 2.11.

(ii1)) Using the time invariance property, we obtain

x(t-1) > y(-1)

and x(t+1) > y(+1).

Using the above result and the linearity property, we obtain
[x(t+1)—x(t-D] > [y + D)+ y(-1)].

The output waveform is drawn in Fig. S2.11(c).

(iv) Since differentiation is a linear operation,

&) | dvlo)

dt dt
Using the above result and the linearity property
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{% + 3x(t)} - {% + 3y(t)} .

The output waveform is drawn in Fig. S2.11(d).

Problem 2.12
In terms of the DT impulse function §[ k], the output can be represented by
v[k]=40[k +2]—-208[k + 1]+ 40[ k] + 28[k — 1]+ 49[k — 2].
(i)  Using the linearity and time invariance properties, we obtain
4x[k —1] > 4y[k —1]1=160[k + 1] —83[k] + 160k —1] + 85[k — 2]+ 165[k — 3].
The output waveform is drawn in Fig. S2.12(a).
(i1)  Using the time invariance property, we obtain
x[k —2]— ylk —2]=48[k]—-20[k —1]+ 48[k — 2]+ 20[k — 3] + 43[k — 4]
and X[k +2] > ylk +2]=40[k + 4] —20[k + 3]+ 49[k + 2]+ 29[k + 1]+ 49[k].
Using the above result and the linearity property, we obtain
[O.Sx[k — 2]+ 0.5x[k + 2]] - [O.Sy[k -21+0.5y[k + 2]]
or, [O.Sx[k — 2]+ 0.5x[k + 2]] — 20[k+4]- 0k +3]+20[k+ 2]+ o[k +1]
+40[k]— o[k — 1]+ 20[k — 2]+ o[k — 3]+ 20[k —4].
The output waveform is drawn in Fig. S2.12(b).
(i) Using the time invariance property, we obtain
X[k +1] > ylk +1]1=40[k +3]—28[k + 2]+ 40[ k + 1]+ 29[ k] + 48[k —1]
and x[k —1] = y[k —1] =4[k + 1] - 208[k] + 48[k — 1]+ 28[k — 2] + 48[k —3].
Using the above result and the linearity property, we obtain
[x[k —1]=2x{k]+ alk + 1] = [y[k — 1= 2){k]+ yk +1]]
or, [x[k =11 2x{k]+ x[k + 1]] > 48[k + 31— 108[k + 2]+ 128k + 1] — 85[k] + 48[k —1]— 68[k — 2]+ 48[k —3].
The output waveform is drawn in Fig. S2.12(c).
(iv) Using the time invariance property, we obtain
x[—k]— y[-k] =4[k + 2] - 28[—k + 1]+ 45[—k] + 28[—k — 1]+ 45[—k - 2].
Using the property o[—k + m]= o[k —m], the above equation reduces to
xX[—k]— y[-k]= 48[k —2]—20[k —1]+ 40[k]+ 20[k + 1]+ 45[k + 2]

The output waveform is drawn in Fig. S2.12(d). I
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4k -1] 0.59[k — 2]+ 0.5y[k + 2]
16 16 16
? ? 8 ? 4
Tl T eR 2 2 2 2
1 L Tel T¢1
e OO l o—o—> K T T . K
4 2 lo 2 1 4 12 0l 2 4
Y 1 4
-8
(@) (b)
yk=11-2y[k ] +ylk + 1] yI-k]
12
10
?®
4 ; | 4 4
? | | ? *
—o—L L2 e e k k
4 2 LR
é
i3
(©) (d)

Fig. S2.12: Output waveforms for DT transformations in Problem 2.12.

Problem 2.13

(i)

The system is invertible with the inverse system given by

x()=3y(t-2).

(i1)) To calculate the inverse system, we differentiate the integral to get
DO _ i-10).
dt
The inverse system is obtained through two steps. Step 1 compute z(f) = dy/dt, while Step 2
computes x(¢) from the relationship x(¢) = z(¢ + 10).
(iii)) The system y(¢) = |x(¢)| is not invertible as x(¢) = £a produces the same output y(¢) = a.
(iv) If y(¢) 1s differentiable then x(¢) can always be calculated uniquely from the expression
dy(1)
x(t) ===+ (¢
(0 & y(t)
and the system is invertible. However, if y(¢) is not differentiable (for example, it contains a
discontinuity), then x(f) cannot always be calculated uniquely and the system is not invertible.
(v) System represented by y(f) = cos(2mx(#)) is not invertible as different values of x(¢) = (6 + 2mm),
where m is an integer, produce the same output.
Problem 2.14
(i)  Not invertible as y[—1] is always 0 irrespective of the value of x[£].

(i)

The input-output relationship can be expressed as:
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y[0]=x[2]
YI=11= yl1] = x[2]+ x[3]
y[=2]= y[2]= x[2]+ x[3] + x[4]

It is observed that the output y[k], —oo<k <o depends on the x[k], k > 2. From the output values, the
value of x[k], k=2 can be uniquely calculated. However, the input value x[k], k<2 cannot be
calculated from y[k]. Therefore the system is not invertible.

(iii)) The system is not invertible as

C[x[k] k=0,£2,%4,..
K] _{ 0 elsewhere

All odd values of x[£] are lost and can not be recovered from y[k].
(iv) System is invertible with the inverse system given by
x[k+2]= y[k] - (Zx[k +1] - 6x[k]+2x[k 1]+ x[k — 2]) ,
Or, x[k]= ylk=2]-2x[k—1]+6x[k —2]-2x[k —3]—x[k—4].
v) System is invertible with the inverse system given by
x[k]= y[k]+2y[k - 1]+ y[k - 2].
Problem 2.15

The proof can be made as follows.

x(1) = (1)
or, x(t+At)— y(t+At) [time invariance property]
or, X+ AY = x(1) - y(+AH = () [linearity property]
At At

or, lim x(t+ At)—x(¢) S lim y(t+At)—y(1)

At—0 At At—0 At
N

dt dt

Problem 2.16

The periodic signal x,(f) can be expressed in terms of x(¢) as follows

x, ()= 2 x(t—2m), m = integers -

m=—o0

Applying the linearity property, the output for the periodic signal x,(¢) is given by

x, ()= Zw: x(t—2m)— Zw: Wt =2m)=y (1)

m=—0o0 m=—0o0

which is shown in Fig. S2.16.
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-6 -5 -4 -3 -2 -1 0 1 2 3 4 5 6

\4
~

Fig. S2.16: Output y,(¢) for the periodic signal x,(¢) in Problem 2.16.
Problem 2.17

The impulse response of the system is defined in the problem as follows:

5(t) = h(t) or, h(t) = y(t)

x(D=6(0) "
(1)  Substituting x(¢) = d(¢), we obtain

h(t) =03(t+2)—-258(¢)+25(t-2).
(i)  Substituting x(¢) = d(f), we obtain

Ho P 1 t—t,-4<0<t+t —4
Wey= [ 8-dr= [ s(A)di=

t—t, t—t,~4

_{1 4—t <t<4+t,

0 otherwise

0 otherwise.

(i)  Substituting x(¢) = d(¢), we obtain

W)= [ e 75(x—4)dr = [ e V5(r—4)dr = [ 8(r - H)de

—00 —00

0 otherwise

f 1 t>4
Noting that I o(r—4)dr = { =u(t —4), the impulse response is obtained as follows:

—o0

h(t)=e " Pu(t-4).
(iv) Substituting x(¢) = d(f), we obtain

h(t) = Tf(T—T)é‘(t—r)dr: Tf(T—t)5(t—T)dr=f(T—t) T o(t—r)dr

[N —
=1

=f(T-1)

Problem 2.18

69

The output A[k] of a DT LTI system to an unit impulse function §[k] is shown in Fig. P2.18. Find the

output for the following set of inputs.

() x[k]=0[k +1]+8[k]+ [k —1]

() x[k]= is[k—m]
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(iii) x[k] = u[k]

h[k]

Fig. P2.18: Output A[k] for input x[k] = 5[k] in Problem 2.18.

Solution:

In terms of the DT impulse function §[£], the impulse response /4[k] is expressed as

(1)

(i)

(iii)

O[k]— hlk]=08[k +1]—23[k]+ o[k —1].
Using the linearity and time invariance property

S[k]—> h[k]= [k +1]— 28[k] + 8[k — 1]
[k + 11— h[k +1]=8[k + 2] — 28[k + 1]+ 8[k]
and [k —1]— h[k —1]=8[k] - 28[k — 1]+ 8[k — 2]

Using the linearity property

8[k + 1]+ S[k] + 8[k — 11— Ak + 1]+ A[k] + Ak — 1]
or, 8[k +1]+8[k]+ [k —1]—> 8[k + 2] — [k + 1]— 8[k — 1]+ [k — 2].

Using the linearity and time invariance property

i STk —4m] — i [k — 4m] = y[k]

m=—x m=—x0

which will be a periodic signal (with period K = 4). One period of the output signal y[k] is given

below.
1 k=-1
-2 k=0
ylk]= | k=1
0 k=2
Recall that

ulk] =" 8[k —m]— y[k]= D hlk—m],

m=0 m=0
which results in the output
y[k]=hlk]+ hlk —1]+ h[k = 2]+ h[k = 3] +---

Substituting different values of &, we get
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(k=-2): Y[=2] = h[=2] + h[-3] + h[-4] + h[-5] + ... = 0.
(k=-1): Y[=1]= h[-1] + h[-2] + h[-3] + h[-4] + ... =
(k= 0): $[0] = h[0] + A[-1] + A[-2] + A[-3] + ... =—1.
(k=1): Y[1]=A[1] + A[0] + h[~1] + h[-2] + ... = 0.

By expanding for other values of %, it can be shown that y[k] = 0 for |k| > 2. In other words,
yIk]=0lk+1]-0[k].

Problem 2.19
(i)  Substituting x[k] = 8[k], we obtain

y[k]=08[k]—-28[k —1]+ [k -2].
(i)  Substituting x[k] = o[k — 1]+ d[k + 1], we get

ylk] = (8[k =11+ 8[k +17) - 2(8[k — 2]+ 8[k])+ (8[& — 3]+ [k —1])
= 8[k —3]— 28k — 2]+ 28[k — 1] - 28[k] + 8[k +1].

(iii) Express x[k]=30[k +3]+23[k + 2]+ d[k + 1]+ d[k — 1]+ 28[k — 2]+ 35[k —3].
Substituting the above value of x[£] in the difference equation, we get

yIk] = (38Tk + 3]+ 28Tk + 2]+ 8Tk +1]+ Sk — 11+ 28Tk — 2]+ 36[k - 3])

-2 36Tk +2]+ 28k + 1]+ S[k]+ Sk — 2]+ 251k — 3]+ 35Tk — 4])
+( 35Tk + 1]+ 25[k]+ o[k — 1]+ Sk — 3]+ 265k — 4]+ 35[k - 5))
or, V[k]=30[k +3]—45[k + 2]+ 29[k — 1] — 48[k — 4]+ 30[k —5].
Problem 2.20

(i)  Linearity: For x;[k] applied as the input, the output y,[£] is given by
=
= z
For x,[k] applied as the input, the output y,[£] is given by

yalk] = sz[k m]

m 0

For x;[k] = o x1[k] + B x2[k] applied as the input, the output y;[k] is given by
1 < 1< 1 <
:gz oy [k — m] + Px,[k —m]) ocngxl[k—m]JergZ:xz[k—m]

which implies that ys3[k] = o y1[k] + B y2[k]. Therefore, the system is linear.

Time Invariance: For inputs x,[£] and x,[k] = x| [k — K], the outputs are given by

x[k] > yk]=— le[k m]
m 0

71
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B 1<
and X [k]=x[k-K]—> - e [k —K —m]
[k]=x[ nlk=3 Z 5 2 Z
From the above equations, it is clear that y,[k] = yi[k — K] implying that the system is time
invariant.

(i1))  The impulse response of the system is given by

hk] = Z&[k m] = 0.2(STk]+ 8Tk — 1]+ STk — 2]+ 6Tk — 3]+ STk — 4])

m=0
B 0.2 k=0,1,2,3,4
1o otherwise

(i) By expressing

ulk]= Z?S[k m]— y[k]= Zh[k m],
m=0
the output y[k] to the unit step function is given by
yik]=hlk]+hlk —1]+hlk = 2]+ h[k = 3]+ h[k — 4]+ h[k - 5]+

Substituting different values of &, we get

(k<-1): y[k] =0.

(k= 0): $[0] = h[0] + A[—1] + A[-2] + A[-3] + h[-4] + h[-5] ... = 0.2.
(k=1): Y[1]=h[1]+ A[0] + h[—1] + A[-2] + K[-3] + h[—4] + ... = 0.4,
(k=2): y[2]= h[2] + A[1] + h[0] + A[-1] + h[-2] + h[-3] +... = 0.6.
(k=3): Y[3]= h[3] + A[2] + h[1] + A[O] + A[-1] + A[-2] + ... = 0.8.
(k> 4): Y[k =1

(iv)  Using the linearity and time invariance property
S[k] = (ulk]—ulk —11) = hlk] = (y[k]- y[k - 1])

which leads to

0 k<-1 0 £<0
02 k=0 02 k=1
0 k<-1
04 k=1 04 k=2
h[k] = - =102 0<k<4
06 k=2 06 £=3
0 k>5
08 £=3 08 k=4
1.0 k>4 1.0 k=5
ylk] ylk-1]

Note that the above value of the impulse response is the same as the value obtained in part (ii). I
Problem 2.21
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(1)  The linearity and time invariance properties can be proved directly from the definitions. Instead, we
use the property of linear, constant coefficient finite difference equations, which always represent
linear and time invariant systems.

(i1))  Series Configuration: Denoting the output of system S; by w[k], we obtain
wlk]=x[k]—-2x[k — 1]+ x[k - 2].
For system S2, w[k] is the input and y[k] is the output. The output in given by
yik]l=wlk]+wlk —1]-2w{k - 2].
Substituting the value of w[k] from the earlier equation, we obtain
yk] = (x[k] = 2x[k =17+ x[k — 2]) + (x[k — 1] = 2x[k — 2]+ x[k — 3]) = 2(x[k — 2] — 2x[k — 3]+ x[k — 4])
which reduces to
ylkl=x[k]— x[k —1]—=3x[k — 2]+ 5x[k — 3] - 2x[k — 4].
(iii)) Parallel Configuration: Denoting the output of system S; by wy[k], we obtain
wilk] = x[k] - 2x[k — 1]+ x[k - 2].
For system S,, x[k] is the input and w,[£] is the output. The output is given by
wy[k]=x[k]+ x[k —1] - 2x[k - 2].
The overall output of the parallel configuration is given by
Yk = wy[k]+ wy[k] = (x[k] = 2x[k — 1]+ x{k — 2]) + (x[k] + x[k —1] - 2x{k — 2]),
which reduces to
y[k]=2x[k]—x[k —1] - x[k - 2].

(iv) Since both series and parallel configurations are represented by linear, constant coefficient finite
difference equations, both systems are linear and time invariant.
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Additional work:

Supplement to Problem 2.4 How do we demodulate the AM signal?
The modulated signal can be demodulated as follows:
Multiplying the modulated signal s(¢) = A[1 + km(¢)]cos(2nf,t) with cos(2mnf.?), we get
s(1) = A[1 + km(t)] cos? Q2nf.t)= %A[l +km(t)] + % A[l + km(t)] cos(4nf,t).

Low Frequency Component High Frequency Component

By using a low pass filter, the high frequency component can be filtered out. The low frequency
component can be used be extract the information bearing signal m(¢).

Supplement to Problem 2.9 Determine if the systems are memoryless and invertible. If invertible, find
the inverse system.

) y)=x(t-2)

Also, note that the system requires past memory and is not memoryless. Further, the system is invertible
as the input can be reconstructed using the relationship x(¢) = y(¢ +2).

(i)  y(@)=x(2t-5)

Since all noncausal systems must have memory, the system is NOT memoryless. Furthermore, the
system is invertible with the inverse system given by

y(t) =x(2t-5)= x(t) = y(%>) = »(0.5¢ + 2.5) .
(iii)  y()=x(2t)-5

Since all noncausal systems must have memory, the system is NOT memoryless. Furthermore the
system is invertible with the inverse system given by

y@)=x2t)-5 = x2)=y@®)+5 = x(t)=y(0.5¢)+5.

(iv)  y(t)=tx(t+10)

Since all noncausal systems must have memory, therefore, the system is NOT memoryless.
Futhermore, the system is NOT invertible as its inverse

-10)
‘x(t) = ygt_l() B

is not defined for ¢ = 10. Therefore, the system is NOT invertible.

2 x(1)=0
V) y(0)=2u(x(t))= {0 z(t) 0

Also note that the system is memoryless since the output at any time instant does not depend on the
past or future values of the input. The system is not invertible since it is not possible to calculate the
input x(¢) uniquely from y(¢). The output is always 0 for x(f) < 0. Likewise, the output is always 2
for x(¢) > 0.

. 0 t<0
V) ()= { = [x(t) = x(¢ = 5)]u(?)
x(t)—x(t-5) t=0
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The system is NOT memoryless since it requires past values of the input to compute the current
value of the output. For (# < 0), the output is always 0. Hence, it is not possible to calculate the input
x(¢) uniquely from y(¢) for (¢ < 0). Therefore, the system is NOT invertible.

y(t) = 7x% () + 5x(1) +3

The system is also memoryless since only the current value of the input is required to calculate the
output. The system is NOT invertible as the inverse system given by

= +./25- 283 - ¥(t)

14

produces two possible values for inverting each value of y(¢).

(viii) (1) = sgn(x(2))

(ix)

x)

(xi)

The system is also memoryless since only the current value of the input is required to calculate the
output. The system is NOT invertible because it is not possible to determine x(#) from y(z). All
positive values of x(¢) produce the same output of +1, while all negative values of x(¢) produce the
same output of —1.

Ly

W(t) = j x(\)dh + 2x(f)

_to

The system is NOT memoryless as it is not causal. The system is also invertible.

f dx
¥ = [x(1)dr+ -

—o0
The system is NOT memoryless as it is not causal.

The system is invertible.

d3y dzy dy d’x
+5 +3 =+ y(t)=—F+2x()+1
et ae di*dt dt?

The output y(¢) at ¢ = ¢, is given by

y(t)|[:t0 =—3]Q y(oz)alot—S]l jy(a)dadr—Zv]q j ]’iy(oz)doza’rd@—]l JT. ]2 _Ty(a)dadz’d@dgzﬁ
+5T j‘x(a)dad7+2if j jly(oc)a’omfm’¢9+]Q j- T j{dadrdé?dgzﬁ

The system has memory since the past values of the input x(¢), for —o < ¢ < ¢, are needed to
calculate the output y(¢) at ¢ = 1.

Invertiblity: The system is invertible. I

Supplement to Problem 2.10 Determine if the systems are memoryless and invertible.

(1)

V[k]=ax[k]+b

Since the output requires only the current value of input, therefore, the system is both causal and
memoryless.
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(i)

(iii)

(iv)

)

(vi)

(vii)

Chapter 2

Further, the system is invertible with the inverse system given by
k] =L (k] +b).
ylk]=5x[3k - 2]

The system is NOT memoryless as it is not causal. Further, the system is invertible with the inverse
system given by

k1= 4],
k] =21

The system is memoryless as well as causal since the output does not depend on the past or future
values of the input. Furthermore, the system is invertible with the inverse system given by

x{k]=log, (x[k]).
k
ykl= Y x[m]

The system is NOT memoryless as the output requires past values of the input. Furthermore, the
system is invertible with the inverse system given by

x[k]= ylk]=ylk-1].

k+2

kl= D xm]-2| k]|

m=k-2

The system is NOT memoryless as it is not causal. Further, the system is NOT invertible because of
the |x[£]| term.

YK+ 59[k — 1]+ 93[k — 2]+ 5y[k — 3]+ [k — 4] = 2x[k]+ 4x{k — 1]+ 2x{k — 2]

The system is NOT memoryless as it requires some past values of the input. Furthermore, the
system is invertible.

y[k] = 0.5x]6k — 2]+ 0.5x]6k + 2]

The system is NOT memoryless as it is not causal. Furthermore, the system is invertible. I



