Pottie and Kaiser: Principles of Embedded Network Systems Design


Lecture 1: Overview of embedded network systems

Course Outline

· Experiments with mobile sensors leading to robot tag

· Introductory labs

· Development and testing of useful algorithms

· Integration of algorithms to play either pursuer or evader

· Lectures

· Overview of ENS (chapter 1)

· Experiments and simulations (chapter 15)

· Signal propagation (chapter 3)

· Sensors e.g. cameras and microphones (chapter 4)

· Detection and estimation fundamentals (chapter 5)

· Source separation (chapter 7)

· Networking (chapter 8)

· Location (chapter 9)

· Articulation and mobility (chapter 10)

· Node architecture (chapter 12)

· Societal implications (chapter 16)

· Design principles (chapter 17)

· Grades

· Labs and homework 20%

· Game component 50% (including mid-term demo/presentation)

· System integration 30% (including final demo/presentation)

· Projects

· Range and noise issues in optical detection

· Identification of objects by color

· Identification of edges

· Map construction with landmarks

· Multipath effects for acoustics

· Identification by sound pattern

· Tracking acoustic gradients

· Searching with full or partial maps

· Evading with full or partial maps

· Game

· Tag in maze, with camera and microphone

· Each “move” can get 1 camera view and listen, move one square and see/listen, or turn and move/listen

· Make noise if moving or turning

Introduction

· Many examples of devices which monitor or control physical processes. 

· E.g. digital controllers and sensors in automobiles, home appliances, factories, aircraft, cellular telephones, video games, and environmental monitoring systems.  

· Vast majority of processors now being manufactured are used in embedded applications (that is, having connection to physical processes) rather than in what would ordinarily be thought of as a computer.  

· Most are networked within the confines of a local control system, typically in master/slave configurations.  

· Advances in wireless technology and in the understanding of distributed systems are now making possible compositions of embedded systems that may function as the connection of the Internet to the physical world.  

· Embedded network systems (ENS) will become pervasive in the environment with the potential for far-reaching societal changes

ENS Node Block Diagram
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· Hardware components: 

· energy supply (e.g., battery or external connector)

· sensor and/or actuator (e.g., microphone or speaker, camera or display)

· processing unit (signal processing and storage capability)

· communications device (e.g., radio or Ethernet port)

· packaging.

· Some of these may be integrated together, while others may be discrete components.

· Components are connected by data buses (dashed) and power lines, with various devices to provide interfaces.  

· Software enables the management of the platform resources, signal processing, and external communications.   

ENS Networks

· Aggregation of devices into a network provides the required functionality.
· Will provide distributed network and Internet access to sensors, controls, and processors embedded in equipment, facilities, and the environment. 
· Integrated circuit technology enables construction of sensors, radios, and processors at low cost and with low power consumption, enabling mass production.  
· Scales will range from local to global, with applications including medicine, security, factory automation, environmental monitoring, and condition-based maintenance.
· May have hundreds or thousands of sensors per user, resulting in many new system design challenges.

Scalability

· Centralized methods do not scale.

· Physical world can generate unlimited quantity of data to be observed, monitored, and controlled

· Only finite resources can be put into wireless telecommunications infrastructure. 

· End user faces information overload as the number of sensors increases; must reduce information somewhere

· Solution: processing at source and transmittal of decisions rather than raw data

· Drastic reduction of burden on communication system components, networks, and human resources

· Assists either with thin communications pipes between a source and the end network, or large numbers of devices

Network Architecture
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· autonomous network of sensors is used to monitor events in the physical world, for the benefit of a remote user connected via the web. 

· clusters of sensor nodes are connected through their respective gateways to the Internet; nodes are assumed to be addressable either through an internet protcol (IP) address or some attribute (location, type, etc.), and are distinguished from pure networking elements in that they contain some combination of sensors and/or actuators.  

· gateway may be a sensor node similar to other nodes in its cluster, or it may be entirely different, performing for example extra signal processing and communications tasks and having no sensors.  

· In the cluster in the top left portion, nodes are connected by a multi-hop network, with redundant pathways to the gateway.  

· In the bottom cluster, nodes may be connected to the gateway through multi-hop wireless networks or through other means such as a wired local area network (LAN). 

· nodes in the different clusters may all be of one type, or they may be different within or across clusters.  

· in a remote monitoring situation, there may be part of the target region with no infrastructure, implying multi-hop network must self-organize; in other parts of the region there may already be assets in place that are accessible through a pre-existing LAN.

· no requirement that these assets be either small or wired; should make use of all available devices for providing the desired service.

ENS Design Heuristics

Basic ENS design constraints 

· Many situations in which reliable detection demands sensors in close proximity to a physical event, causing numbers to scale (e.g., physical obstructions to cameras). With large numbers of sensors, the type of information obtained is qualitatively different than that obtained with remote arrays.

· Sensors, radios, and signal processing can all ride the integrated circuit technology curve down in cost, but batteries and other energy sources improve in cost only slowly with time.

· Communications energy cost per bit often many orders of magnitude larger than the energy required for making decisions at source, and communications is limited in its efficiency by fundamental limits, whereas processing cost is to first order limited only by current technology.

· Human labor does not scale; networks must be self-organizing to be economical.

· Scaling with physical responsiveness demands hierarchy, with distributed operation at lower layers and increased centralized control at higher layers.

Hierarchy Issues

· Hierarchy does not necessarily imply heterogeneous devices. 

· E.g. human organizations: the native processing abilities are roughly equal at all levels;  instead different information is processed, that is, at different levels of abstraction/aggregation, and commands progressing down the chain also differ in their level of abstraction, from policies down to work directives, with varying scope for interpretation. 

· Abstraction set enables lower levels to deal with local changes in the situation much faster than if a central controller needed to be consulted for each action, while enabling global goals to be pursued.  

· With machines can provide highly differentiated abilities to the devices at different levels of the hierarchy.  

· E.g., a backbone long-range high-speed communications pipe to reduce latency compared to relying only on multi-hop links.

· Also inevitable if later generations of devices get put into network  

· Logical and physical hierarchy both should be considered. 
Example 1: Remote monitoring

· Application requires identification of particular classes of signal sources passing through a remote region, e.g. vehicles, species of animals, pollutants, seismic events, or on a smaller scale, enzyme levels in the bloodstream or algal blooms in the ocean.  

· Assume no local power grid or wired communications infrastructure, but long range communications means exist for getting information to and from a remote user.  

· Implies energy and communications bandwidth can be critical constraints so that much of the signal processing must be performed locally.  

· For example, in studying the behavior of animals in the wild, a dense network of acoustic sensors may be employed.  

· nodes contain templates for the identification of the species emitting calls

· Nodes making tentative identification alert immediate neighbors so that the location of the animal can be roughly determined by triangulation.  

· Infrared and seismic sensors may also be used in these initial identification and location processes. 

· Finally other nodes may be activated to take a picture of the source location so that a positive identification can be made.  

· hierarchy of signal processing and communications can be orders of magnitude more efficient in terms and energy and bandwidth than sending images of the entire region to the gateway.  

· interaction of diverse types of nodes can more simply lead to automation of most of the monitoring work, with humans only brought into the loop for the difficult final visual pattern recognition on pre-selected images.  

· On positive identification, the audio and infrared files corresponding to the image can be added to a database, which may subsequently be mined to produce better identification templates.  

· The long-range communications link (via the gateway) potentially enables the full uses of web-accessible utilities, so that the end user need not be present in the remote location, and databases, computing resources, etc may all be used to interpret the (processed) data.

Experimental apparatus vs. final deployments

· Experimental platforms must often return all the data

· Don’t know enough about the phenomenon of interest to be able to do in-network data reduction

· Must also have capable processor

· Software development is time-consuming even with support of OS; much worse at embedded level; given lack of knowledge, frequent changes needed

· After have refined model and needs, can change processing strategy and platform

James Reserve Deployment

· Ecology applications

· Carbon exchange, plant growth, study of ecotones, bird tracking

· Cameras, microphones, micro-weather stations, soil moisture and nutrients, CO2 measurements

· Began with static deployments; as numbers increased, battery replacement become unsustainable logistical task; had to consider including infrastructure
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From static nodes to NIMS
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Example 2: RFID

Radio frequency identification (RFID) provides a unique identifier to the item that is tagged; several  device categories:

· Passive tag, ID only: tag has no power source of its own; provides unique resonant response to interrogation signal

· E.g. consumer items

· Passive RF response, energy for on-board memory: the radio responds only when interrogated, but new information can be written to the tag

· E.g. shipping pallets

· Active tag: the tag has ability to send RF signals

· E.g., tracking of wild animals

· Active tag with sensors: the tag is a sensor node with a unique identity

· E.g. cargo containers

Complete system: 

· set of tags

· one or more interrogators

· backend data management system.  

· System is a sensor network, with the interrogators exciting responses and receiving as information the identity of the tags in range.  

· More information than bar code system since identifies not only the category of an item but it also its unique identity.  

· Also decreased sensitivity to orientation and can read at some distance and through some obstructions

Object tracking:

· tag readers have limited range, soreading also provides position 

· sequence of readings yields a history of the motions of a tagged item (or person).

· Example of secondary inferences that can be made from the data retrieved by the interrogator network.  (many other examples for other sensor types)

· Locations a tagged individual visits can for example be used to infer shopping behavior (e.g. what displays within a store most captured attention)

· combination of determining identity and position enables binding of information to a tagged object if that object is observed by multiple sensors.  

· difficult signal processing task to determine whether some particular individual or object is within a scene of a camera, but once tagged  the uncertainty can be eliminated (in effect, identity is broadcast) and the image added to some database concerning that individual or object. 

· Obvious privacy concerns; matter of current debate

Example 3: Enacted spaces
Enacted space: embedded systems facilitate interactions with people and machines.  Examples:

· system of electronic tags and readers which interact with some database so that desired information can be extracted (e.g., for seeking out compatible people in a club based on profiles, or to automate retail shopping)

· systems to assist navigation through building complexes to desired items (e.g. museums or warehouses)

· interactive entertainment (e.g. performance art or group techno-games).

Course Project: Robo-Tag
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The basic maze

5 possible moves (any player)

· (Walk) Move forward one square, take picture forward, listen (create noise)

· (Turn) Turn any direction in place, take picture in new position listen (create noise at with different pattern than walking)

· (Stealth) take picture forward, listen (no noise)

· (Run) move forward two squares, no sensing, (create distinct noise pattern)

Rules

· Cannot tag right back; safe for n moves (we will determine n later)

· Robots cannot occupy the same square; attempting to move into either a wall or another robot will result in no motion and one move penalty for injury (i.e., only “stealth” permitted)

· A tag occurs when in adjacent square and camera is pointed directly at robot being tagged, and robot says “you’re it”

· All robots emit the same noise patterns

· Victory determined by fraction of time not “it” over sequence of games.

Game Hardware

· Linux notebook computer grabs images and sound; transmits wirelessly to PC running MATLAB

· Notebook will be on small cart

· Notebook generates characteristic sound from its speakers, with volume based on selected move

· Actuation is by (neutral) people at command of PC

· Maze constructed from large squares, supported by black brackets

Program Architecture
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Last year:

· Game was tag, with same basic set-up

· Have sound generation, sound detection, image detection and strategy software you are free to read/modify

· This year may wish to add extra features in addition to debugging and improving code execution efficiency (e.g., maze exploration)

1-1

_1053767594.doc


Server







Internet







Gateway







Gateway







Node







Node







Node







Node







Node







LAN







Node







Node







Node












_1138624760.doc
[image: image1.png]£8 o e
(Soler, Wireless)

u‘.pm\'
£ss on -~

{solar, Wieloss) Y

I

Road
Footpath
Stream

.. Boundary

[ Building

® Cluster Head
Ess CHi2 = - = ESS Transect
IRy -~ ESS Habitat

\_ _J Regions
P

p [ ESS Patch
iy ) ems e

oS o o
(AS wrec)

£SS Transact sy owcrasos

ey

1 Nest Box
4+ ez
— Pikll Trap

Massurament
y L ARt st








_1205491960.doc











_1026723698.doc
[image: image1.jpg]






_1047475799.doc


Main







Map







Maze ID







Target optical ID







Target acoustic ID







Remote sensor data







Move












_1026217706.doc


Energy



supply







Digital signal



processor



and



Memory







Interface











Sensor/



actuator suite







External



Comm.







Package












